Segue, para ciéncia e transparéncia a todas as empresas interessadas,
solicitacao de diligéncias requeridas pela Area Técnica deste E. Tribunal, com
relacao a analise da proposta, e respectivas respostas da empresa arrematante
do Item 1 - Zoom Tecnologia:

A ARREMATANTE DO ITEM 1 - ZOOM TECNOLOGIA:

A) “Para o requisito "R.HSOS5 - Devera ter, no minimo, 2 (duas) placas de rede dual-port
padrao 10 GbE - BASE-T (...)" , nao esta claro como sera atendida a exigéncia para
uso com cabos de rede "par metalico - RJ-45" (BASE-T).”

RESPOSTA DA ARREMATANTE ZOOM TECNOLOGIA:

“Nesta placa de rede podemos usar transceivers/GBICs SFP+ para conexdo de cabos
de fibra (LC) ou transceivers/ GBICs SFP+ para conexdo de cabos de rede par metalico
(RJ-45). Logo, forneceremos os transceivers/GBICs SFP+ com conexdo RJ-45 (10G-
BASE-T).”

EM PROSSEGUIMENTO AS ANALISES DA PROPOSTA ENVIADA, A AREA
TECNICA DESTE E. TRIBUNAL SOLICITOU NOVOS ESCLARECIMENTOS,
CONFORME SEGUE:

B) Em continuacao as analises das propostas recebidas, a equipe técnica precisa de
esclarecimentos sobre a proposta e as documentacoes apresentadas pela empresa
Zoom Tecnologia. Seguem as duvidas:

1) Sobre o requisito: "R.HS06 - O equipamento deve ter, no minimo, 2 (duas) placas
HBA (Host Bus Adapter) dual-port, protocolo Fibre Channel (FC), em controladoras
distintas, totalizando 4 (quatro) interfaces para garantir redundancia (2+2), com
suporte as funcoes de autonegociacdo de velocidade, failover e balanceamento de
carga. Todas as interfaces FC deverdao estar equipadas com adaptadores opticos -
transceivers SFP+ SWL (Short Wavelength) com conexao padrao LC que trabalhem
com velocidade de, no minimo, 16 Gbps e que sejam compativeis com o produto
ofertado e com switches fibre channel da marca Cisco, modelo MDS9396S,
trabalhando com transceivers de 8 e 16 Gbps". O documento "ponto a ponto",
enviado pela arrematante, informa que serao fornecidos "2*16Gb SFP+", mas nao
informa marca/modelo do adaptador o6ptico; o Part Number da placa Emulex foi
fornecido, mas persiste duvida sobre uma caracteristicas dos adaptadores Opticos
(transceivers), especificamente: "... com conexao padrao LC".

RESPOSTA DA ARREMATANTE ZOOM TECNOLOGIA: “Na proposta comercial,
pdgina 2, ha um quadro com os Part Numbers que serdo fornecidos. Nesse quadro
consta o Part Number 06030463. Esse PN é composto pela HBA (Emulex LPe31002) e



pelos transceivers (“with 2x Multi-mode Optical Transceiver”). Esses transceivers
seguem o padrao LC - pagina 4 do documento da Emulex (Emulex Gen 6 FC
HBAs_BCO00-0365EN.pdf), coluna central, Ordering Information, LPe31002 (2-Port
16GFC Short Wave Optical — LC SFP+). No mesmo topico do documento hda uma
indicac¢do de nota de rodapé (3) que afirma que “Apenas transceivers certificados pela
Broadcom serdo usados”. As HBAs Emulex podem vir com transceivers de 2
fabricantes: Avago (Broadcom) ou Finisar, ambos certificados pela Emulex. Até
poderiamos escolher qual comprar no momento de efetivar o pedido de compra, mas
dependendo do estoque da xFusion, essa escolha pode impactar o prazo de entrega.
Com isso, temos a evidéncia das conexdoes LC e da marca e procedéncia dos
transceivers/adaptadores opticos.”

2) Sobre o requisito: "R.HS31 - Devera ser fornecido e instalado kit de trilhos e braco
organizador de cabos do mesmo fabricante do equipamento ofertado, para fixacao dos
equipamentos em rack de 19” padrao EIA-310D. Os trilhos devem permitir o
deslizamento do equipamento a fim de facilitar a manutencao". O documento "ponto
a ponto", enviado pela arrematante, informa um documento (FusionServer-V6-Rack-
Server-Datasheet.pdf), neste documento, sobre kit de trilhos, ha a seguinte
informacao: "Installation Kit L-shaped guide rails, adjustable guide rails, and holding
rails", na proposta constam os Part Numbers dos acessorios, mas a equipe técnica
ficou em duvida sobre as caracteristicas do acessorio que foi ofertado para suprir o
requisito, especificamente sobre a compatibilidade com rack de 19” padrao EIA-310D.

RESPOSTA DA ARREMATANTE ZOOM TECNOLOGIA: “Na proposta comercial da
Zoom, no quadro de Part Numbers, constam 2 Part Numbers referentes aos acessorios
para montagem do servidor em rack. A saber: “21244108 — Cable management arm” e
“21243789 — Ball Bearing Rail Kit”. Esses elementos se referem ao braco organizador
de cabos e aos trilhos para fixacao nos servidores e instalacdo em racks padrdo 19”.
Esses trilhos sdo ajustaveis (pag. 225 do User Guide) e, conforme pdgina 198 do
documento “FusionServer 2288H V6 Server User Guide 04.pdf”, suportam racks que
possuam de 609mm a 950mm entre as barras de montagem frontal e traseira. O
padrdo EIA-310-D foi criado para definir dimensoes estipuladas para o que hoje é
comum chamarmos de rack padrao 19”. O site https://wwuw.server-racks.com/ faz
essa referéncia e aponta para o site da IHS (onde existe a possibilidade de obtencao do
documento de forma integral). Em outro link é possivel acessar uma versdao desse
documento: http://wwuw.tc.faa.gov/its/worldpac/ Standards/ eia-tia/ eia%20310-d.pdf,
um documento datado de 1992 com as primeiras normatizagdées sobre esse padrdo.
Uma referéncia mais recente e atualizada sobre os requisitos e dimensoées dos racks
padrao de 19”7, comumente usados em datacenters para hospedar servidores formato
rack e outros equipamentos, é o padrdo IEC-297: https://www.document- center.com/
standards/show/IEC-297-3. Os servidores xFusion sdao compativeis com esse padrdo,
como pode ser consultado na pdagina 198 do documento “FusionServer 2288H V6
Server User Guide 04.pdf”. Essas referéncias a padroées internacionais, como o EIA-
310-D e o IEC-297 objetivam garantir a compatibilidade dos servidores tipo rack, para
instalagcdo nos tradicionais racks padrao 19”. Os racks padrdo 19”, bem como o
padrao IEC 297, também sdo citados ao logo do documento supracitado, como na
secao 7.1.3 — Cabinet Requirements. Com referéncias recentes, de fornecimento de
servidores similares, tipo rack, para instalacdo em racks padrao 19” (de diferentes
fornecedores), como foram os casos do recente certame do Banco do Brasil (Pregdo
Eletronico 00489-2022), com o fornecimento de 200 servidores similares e dos casos



expostos nos atestados de capacidade técnica apresentados para o pleito, garantimos
a compatibilidade dos servidores que serdo ofertados com racks padrao 19”.
Adicionalmente ao IEC-297, para reforcar o entendimento de compliance aos padrboes
de compatibilidade dos servidores xFusion com racks padrdo 197, estamos anexando a
versao mais recente do User Guide do servidor xFusion 2288H V6 (FusionServer
2288H V6 Server User Guide 05), onde, na pagina 224, Table 3-6, linha “Installation
space”, consta, além do IEC 297, o padrdo EIA-310-E, confirmando que o0s
equipamentos e seus kits de fixacao em rack estao em conformidade com o padrao EIA-
310E (versdo que substituiu o EIA-310D).”

3) Sobre o requisito: "R.GMO1 - Garantia integral dos produtos contratados devera
ser de 60 meses contados a partir da assinatura do Termo de Recebimento Definitivo.
Devera ser prestada pelo fabricante, com possibilidade de abertura de chamados
técnicos na contratada e no fabricante. E comum no mercado a oferta de garantia de
60 meses para servidor de rede corporativo, que € o objeto deste processo”". Na
documentacao apresentada pela arrematante ha o documento: xFusion Declaration
to ZOOM for TRT15.pdf, no qual a empresa xFusion Technologies International Co.,
Limited declara que: "A Zoom possui técnicos capacitados e certificados pelo
fabricante (certificacao especifica do equipamento oferecido) para suporte de
instalacao, treinamento, implantacao, abertura de chamados e fornecer assisténcia
técnica. O suporte técnico, a abertura de chamados e a assisténcia técnica serdo
fornecidos pela ZOOM com nossa autorizacao e suporte". A equipe técnica ficou em
duvida sobre como o fabricante prestara a garantia integral dos produtos e como se
atende a "... possibilidade de abertura de chamados técnicos na contratada e no
fabricante".

RESPOSTA DA ARREMATANTE ZOOM TECNOLOGIA: “A ZOOM é a representante
oficial da xFusion no Brasil. O fornecimento de servico oficial do fabricante, se dara
através de sua representagdo no pais, que é através da ZOOM. A abertura dos
chamados, assim como tratativas e eventuais substituicdo de pecas, se darda pela
ZOOM com todo o controle de processos pelo fabricante xFusion. Assim entendemos
que a garantia sera prestada pelo fabricante, através de seu canal oficial no Brasil,
que é a ZOOM Tecnologia. Porém, caso o TRT15 deseje solicitar um destes servigcos
diretamente a xFusion, ele poderad fazé-lo pelo e-mail: LAsupport@xfusion.com.”

4) Sobre o requisito: "R.GMO3 - A contratada devera garantir assisténcia técnica da
solucao, seja por meio da rede mantida pelo proprio fabricante ou por meio de rede
por ele credenciada, sendo, em todo caso, capaz de prestar atendimento na cidade de
Campinas/SP. Em hipotese alguma a garantia podera ser afetada pelo nao
cumprimento de clausulas contratuais pela contratada, ou pelo uso de mao de obra
nao autorizada pelo fabricante". A equipe técnica ficou em duvida sobre o
atendimento a este requisito, pois a documentacao analisada deixou duvidas sobre a
existéncia de rede mantida ou credenciada pelo fabricante para garantir assisténcia
técnica da solucao". Portanto, solicita-se esclarecimentos.

RESPOSTA DA ARREMATANTE ZOOM TECNOLOGIA: “Conforme declarag¢do do
fabricante (xFusion Declaration to ZOOM for TRT15.pdf), a empresa ZOOM
TECNOLOGIA LTDA “esta autorizada a fabricar, comercializar e fornecer assisténcia
aos produtos rack server (FusionServer 2288H V6) e FusionDirector ofertados em sua



proposta”. Ademais, no item 3 da referida declaracdo, o fabricante declara que “a
ZOOM possui técnicos capacitados e certificados pelo fabricante (certificacdo especifica
do equipamento oferecido) para suporte de instalagdo, treinamento, implantacdo,
abertura de chamados e fornecer assisténcia técnica”, além de que “o suporte técnico,
a abertura de chamados e a assisténcia técnica serao fornecidos pela ZOOM” com
autorizagdo e suporte do fabricante. Em relacdo a troca de pecas, no item 4 da mesma
declaracdo, o fabricante afirma que “a ZOOM possui autorizagdo para comercializacdo
de pecas de reposicdo, consumiveis e demais itens necessdarios a prestacdo de servigos
de garantia do objeto deste Edital”. Além disso, o nivel de especializacdo e capacitacdao
dos técnicos e analistas da Zoom é reforcado no item 6 da declaracdo, onde o
fabricante cita que a empresa “possui acesso para suporte de 20 (segundo) e 30
(terceiro) niveis, bem como aos microcédigos dos equipamentos, de forma a realizar os
servicos de instalacdo e manutencdo (durante o periodo de garantia), sem onus
adicionais”. Informamos também que a ZOOM TECNOLOGIA utiliza estrutura técnica e
pecas em diversas localidades no Brasil, que cobre os SLAs necessdrios de seus
contratos e equipamentos fornecidos. Ou seja, ndo restam duvidas de que a Zoom esta
autorizada e possui o apoio direto do fabricante e estrutura para atuar como rede
credenciada pelo fabricante para garantir assisténcia técnica da solugdo.”

5) Sobre o requisito: "R.GMO7 "Os chamados técnicos deverao ser abertos
automaticamente pela ferramenta de monitoramento fornecida com a solucao
contratada. Também podem ser feitos por telefone (0800) ou via e-mail pelo gestor do
contrato ou pelos fiscais ou, ainda, por pessoas por eles designadas, o prazo maximo
para solucao definitiva do problema sera de acordo com a severidade do incidente e a
contagem do prazo se iniciara a partir do registro do chamado automatico feito pela
ferramenta, ou pelo contato telefonico com o fornecimento do numero do protocolo da
CONTRATADA ou a partir da confirmacao do recebimento do e-mail, que deve ocorrer
em, no maximo, 1 hora apdés o envio pela CONTRATANTE, salvo problemas
comprovados de atraso no recebimento devido a problemas de forca maior. A
CONTRATADA devera responder imediatamente ao e-mail, fornecendo o numero do
protocolo. O atendimento devera ser efetuado em lingua portuguesa". A equipe
técnica, na analise de dezenas de documentos, ficou em duvida sobre qual
ferramenta de monitoramento sera fornecida para abertura dos chamados de forma
automatica.

RESPOSTA DA ARREMATANTE ZOOM TECNOLOGIA: “O software de
gerenciamento FusionDirector, em conjunto com a plataforma de monitoramento iBMC,
enviard notificacoes de falha e pré-falha de componentes para o sistema de
gerenciamento de incidentes da Zoom Tecnologia que, de forma integrada ao Centro de
Suporte da Zoom Tecnologia, fara a gestao dos chamados com acoes proativas e
reativas. Logo, a ferramenta FusionDirector é a ferramenta de gerenciamento que ira
originar a abertura de chamados de forma automdtica.”

SEGUE PARECER EFETUADO PELA AREA TECNICA DESTE E. TRIBUNAL:

"Foram sanadas as duvidas para os itens 1, 2 e 5. No entanto, permanecem duvidas
sobre o item 3 e 4, e, portanto, solicita-se nova diligéncia:



Para atendimento aos requisitos R.GM0O1 e R.GMO03, a arrematante informa que é
"(...) a representante oficial da xFusion no Brasil."; que entende "(...) que a garantia
serd prestada pelo fabricante, através de seu canal oficial no Brasil, que é a ZOOM
Tecnologia"; e que "(...) nao restam duvidas de que a Zoom esta autorizada e possui o
apoio direto do fabricante e estrutura para atuar como rede credenciada pelo
fabricante para garantir assisténcia técnica da solucdo.". Cita o documento xFusion
Declaration to ZOOM for TRT15.pdf como sendo um documento que comprove suas
alegacoes, no entanto, ha no mesmo documento, datado em 29/08/2022, o seguinte
texto: "Ademais, informamos que esta declaracgdo nao cria relacao de responsabilidade
solidaria, joint venture, agente principal ou relacées similares entre a xFusion e ZOOM.
Nenhuma atividade conduzida pela ZOOM deverd criar quaisquer responsabilidades
para a xFusion. A presente declaracdo permanecera valida pelo periodo de seis meses
contados da sua emissdo." (a traducao do inglés para o portugués estava pronta no
documento). A combinacao destas informacoes gerou duvidas na equipe técnica, que
procurou informacoes em paginas da internet em busca de dados que pudessem
confirmar que a empresa ZOOM Tecnologia Ltda. € representante oficial da fabricante
xFusion Technologies International Co. Limited, que € a signataria da declaracao, pois
isso poderia deixar claro que a arrematante (eventualmente contratada): garantira a
"assisténcia técnica da solugdo, seja por meio da rede mantida pelo préprio fabricante
ou por meio de rede por ele credenciada, (...)", conforme exigido no R.GMO03; e podera
prestar a "Garantia integral dos produtos (...)" no papel de representante oficial da
fabricante. No entanto, nao foram encontradas informacées sobre a representacao
oficial da ZOOM nas paginas da internet da xFusion, nem informacoes sobre a
fabricante xFusion como parceira (ou representante) na pagina da internet da ZOOM.
Portanto, solicita-se esclarecimentos, ou a apresentacao de outros documentos que
demonstrem que a ZOOM ¢é representante oficial da xFusion no Brasil."

RESPOSTA DA ARREMATANTE ZOOM TECNOLOGIA: “Como comprovagdo de que a
ZOOM Tecnologia é representante oficial da xFusion no Brasil, conforme descrito em
documento anterior, anexamos um segundo documento: 20220127172057-0001.PDF.
Trata-se de documento onde as partes sdo xFusion e ZOOM Tecnologia, definindo entre
outros pontos, a territorialidade de atuacdo da parceria, que no caso, é territério
Brasileiro.”

ADEMAIS, EM DILIGENCIAS APOS OS ESCLARECIMENTOS PRESTADOS PELA
ZOOM TECNOLOGIA, A AREA TECNICA DESTE E. TRIBUNAL ENVIOU UM E-MAIL
PARA AO ENDERECO ELETRONICO CITADO <LAsupport@xfusion.com>
QUESTIONANDO SOBRE PARCEIROS DA FABRICANTE NO BRASIL E A RESPOSTA
FOI DADA NOS SEGUINTES TERMOS:

"Dear TRT customer,

Thank you for emailing us. We are xFusion GTAC responsible for providing support services for Latin
American region in 7*24.

As a global vendor of Server products and intelligence computing solution, we are providing solutions
and services in Latin America. In Brazil, ZOOM Tecnologia Ltda is our exclusive authorized service



partner(ASC) who will providing the service with xFusion together to our customers. Attached are the
documents of declaration. Thank you for trust us and we will provide outstanding service to you Joint
with ZOOM Tecnologia Ltda."

Acompanhou a resposta a versao em portugués:

"Prezado cliente da TRT,

Obrigado por nos enviar um e-mail. Somos xFusion GTAC responsaveis pela prestacao de servicos de
suporte para a regiao da América Latina em 7*24.

Como fornecedor global de produtos para servidores e solucao de computacao de inteligéncia, estamos
fornecendo solugdes e servicos na América Latina. No Brasil, a ZOOM Tecnologia Ltda é nosso parceiro
exclusivo de servicos autorizados (ASC) que prestara o servico com xFusion junto a nossos clientes.
Em anexo estdo os documentos de declaracdo. Obrigado por confiar em nos e lhe prestaremos um
excelente servico em conjunto com a ZOOM Tecnologia Ltda."

SEGUE PARECER FINAL DA AREA TECNICA DESTE E. TRIBUNAL:

“As propostas encaminhadas por meio do documento n° 68 do referido PROAD foram
analisadas pela equipe técnica do TRT-15. Foram analisados, ainda: documentos
técnicos, atestados de capacidade técnica (que foram considerados suficientes para
aprovar a qualificagcdo técnica das arrematantes) e materiais técnico ilustrativos.
Foram necessdrias varias diligéncias para dirimir duvidas sobre as propostas, sendo
que foram realizadas pela equipe técnica com auxilio da Pregoeira.

Apés sanadas as duvidas, as propostas para os itens 1, 2 e 3 foram consideradas em
conformidade com o edital. Portanto, do ponto de vista técnico, é possivel dar
seguimento ao processo em relacdo aos itens 1, 2 e 3.”
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PREAMBLE

This MEMORANDUM OF UNDERSTANDING (hereinafter called the “MOU”) is made and
entered into as of Dec, 01, 2021(“Effective Date™) by and between:

(1) xFusion Technologies International Co., Limited., a company incorporated and
existing under the laws of Hong Kong and having its registered office at 9/F TOWER
6 THE GATEWAY NO9 CANTON RD TST KL, as a signing entity (“xFusion
Technologies International”), herein duly represented by the undersigned attorneys-in-

fact, hereinafter referred to as “xFusion”,
AND

(2) ZOOM TECNOLOGIA LTDA, a company incorporated and existing under the laws
of Brazil, having its registered office at Av das aguas, 162, CEP:88.137-280 - Pedra
Branca - Palhoga/SC and with registered number 06.105.781/0001-65 (hereinafter

referred to as “Partner”).

(xFusion and Partner are hereinafter individually referred to as a "Party" and collectively as the

"Parties".)
WHEREAS:

xFusion is intended to certify some Partners as its service partner to provide Services for

xFusion Products and Partner is interested in providing Services for xFusion Products to End

User,

NOW, THEREFORE, in consideration of their respective covenants as hereinafter appearing,

the Parties agree as follows:

Part 1: Defination

In this MOU, except as otherwise provided, the following words and expressions shall have the

meanings defined hereinafter.

xFusion Products shall mean: (Service of xFusion X86 Server)
End User shall mean a final purchaser that has purchased xFusion Products for its own internal
use only and not for Resale.

Service(s) shall mean any design & implementation or maintenance services about xFusion
3
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product provided or to be provided by xFusion or 3rd Partner. Each available Service has its
own Service description.

Territory(ies) shall mean (internationally recognized boundaries of Brazil ).

Part 2: Scope of Work

Partner is certified by xFusion to provide Services on xFusion Products in the Territory based
on the service standard designed by xFusion and may be updated by xFusion from time to time.

The current version of service standard is defined in Services of Part 1 Defination.

When providing Services to End Users, Partner shall meet the users requirements on Services,
including but not limited to technical delivery and maintenance, service SLA, processes and

tools requirements, and End User satisfaction management requirements.

Partners are obligated to meet the requirements of the following service capabilities in order to

provide better services in the region:

g Service
Remote Support Onsite Support Spare Parts Support Quotation
1. 7*24 Call Center, 800
Access number. Have 1. Service and Delivery team, S s
CRM, KBS and ITR with at least 4 specialists with - PREC R
; : : management in 7*24H.
system to manage customer | FCIP certification or Higher Capability of
tickets QiR
quotation and
. 2. Spare parts warehouse | available for
2. More than 10 Engineers é 4}.: (l)n .st;tes sugpo;‘tt)i(i(i)ve(r) fa ! in Main Cities, with SLA | business path.
in TAC, with FCIA. And at | [2Pital citles . Lapability capability of 7X24X4
: : Hardware installation, Spare parts :
least 2 FCIP Certification. : 4 delivery or fault parts
changing, Log collection, etc. collonion

Part 3: Binding Provisions

1. CONFIDENTIALITY

Unless otherwise agreed to in writing, the Parties agree to keep the contents of this MOU and
all related activities and documents (“Confidential information”) strictly confidential unless the
disclosure of such information by either Party is required under law or the order of any court of
law, in which case such Party shall first inform the other Party before disclosing any of the other
Party’s information. In respect of information that either Party may reveal to the other Party,

the other Party hereby agrees to keep such information confidential.

Confidential and Proprietary

I=1d

P

TR |



1.1 EXCLUSION OF CONFIDENTIAL INFORMATION

For the purpose of this MOU, confidential information does not include:

(1) Information that has been published or made generally available to the public by other
means and information that has been obtained by the Receiving Party through other lawful
channels prior to the disclosure;

(2) Information that was obtained by the Receiving Party under no obligation of
confidentiality or restrictions on use or disclosure prior to the disclosure by the Disclosing
Party;

(3) Information that was lawfully provided by a third party to the Receiving Party without
infringing any other party’s rights or violating any confidentiality obligations that may be
owed to any other party and under no restrictions on use or disclosure;

(4) Information that can be proven by the Receiving Party as being developed by the Receiving

party independently.

When disclosing any other information relating to the Disclosing Party that is not covered by
the definition of Confidential Information above, the Receiving Party shall at all times act in
good faith and shall limit disclosure of the information to the to the minimum extent necessary
and to the minimum level of damage to the Disclosing Party and take all necessary measures to

prevent the information from being misunderstood or misrepresented.

2. PUBLICITY

No release shall be made to the news media or to the general public relating to this MOU and

all related activities and documents without the prior written approval of both Parties.

3. TERM AND TERMINATION

3.1. This MOU shall come into force upon the signing of the authorized representatives of the
Parties hereto and shall remain effective for two (2) years unless it is terminated in

accordance with this section 3.2 and 3.3.

3.2. This MOU may be terminated by either party in the event of the following:
1) The filing by or against a party in any court of competent jurisdiction of a petition
in bankruptcy or insolvency; or
(i1) either party enters into a scheme of rearrangement (reorganization) with
creditors; or

(iii) the appointment of a receiver or trustees; or
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(iv) the making of an assignment for the benefit of creditors; or

W) the Parties fail to agree on the terms and conditions of the definitive agreement.

3.3. This MOU may be terminated by (a) Partner by serving a fourteen (14) days’ notice in
writing to xFusion in the event that xFusion breaches any material terms and conditions of
this MOU and its obligations as set out herein; or (b) by xFusion by serving a fourteen (14)
days’ notice in writing to the Partner in the event of the following:

(1) Partner fails, refuses, neglects and/or omits to follow, comply with the service
standard and requirements designed by xFusion.
(i1) Partner breaches any material terms and conditions of this MOU and its

obligations as set out herein.

4. APPLICABLE LAW

This MOU shall be governed by and construed in accordance with the laws of People’s
Republic of China.

5. DISPUTE RESOLUTION

Any disputes, controversies or claim arising out of or in connection with this MOU, including
but not limited to any question regarding its existence, validity, performance, breach or
termination, that cannot be settled through negotiation shall be finally settled by the Hong Kong
International Arbitration Center (HKIAC) for arbitration, in accordance with the Uncitral
Arbitration Rules as in force at the Effective Date of this Agreement. The place of the arbitration
proceedings shall be Hong Kong. The arbitration proceedings shall be conducted in the English
language. There shall be three (3) arbitrators, one appointed by xFusion, one appointed by
Partner and one appointed by the HKIAC. The arbitration shall be conducted in English
language. The arbitral award is final and binding upon the Parties. All costs and expenses related
to the arbitration shall be borne by the non-prevailing party. In the course of arbitfation, the
Parties shall continue to observe the terms of this MOU except those matters under dispute

referred to the arbitration.

6. LIMITATION OF LIABILITY

Notwithstanding any other provision herein, no Party shall be liable to the other Party for any
indirect, special, punitive or consequential losses or damages, loss of profit or revenues, loss of
goodwill or reputation, loss of data or information, loss of interest etc. arising out of this MOU
whether arising out of breach, misrepresentation, negligence, strict liability in tort or otherwise,

regardless of whether such claims or damages were foreseeable or unforeseeable.
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7. MISCELLANEOUS

One party announces and pledges to the other party that it has all necessary authorization to

sign and fulfill this MOU and its affiliated documents.

This MOU does not create a joint venture, Partnership, lead agent or similar relationship
between xFusion and Partner. Unless otherwise explicitly agreed in writing by both Parties, no

activity conducted by one party shall create any responsibilities or liabilities for the other party.

8. LEGAL EFFECT

The Parties understand that, except for all sections of Part 2 Scope of Work and Part 3 Binding
Provisions specified herein, this MOU reflects only intention of the two parties and shall not be

binding upon the two parties, nor intended to create any legal obligations, rights or liabilities.

This MOU may be executed in two (2) counterparts, [one (1)] for each party, which shall be

deemed to have equal effect.

XFUSION: PARTNER:

Authorized Signature

Authoriged Signature

Print Name Print Name
Title Title
Date Date
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About This Document

Purpose

This document describes the FusionServer 2288H V6 in terms of its appearance, functions,
structure, hardware installation, basic configuration, OS installation methods, and
troubleshooting.

Intended Audience

This document is intended for:

®  Enterprise administrators

®  Enterprise end users

Symbol Conventions

The symbols that may be found in this document are defined as follows.

Symbol Description
/\ DANGER Indicates a hazard with a high level of risk which, if not

avoided, will result in death or serious injury.

Indicates a hazard with a medium level of risk which, if not
avoided, could result in death or serious injury.

Indicates a hazard with a low level of risk which, if not
avoided, could result in minor or moderate injury.

Indicates a potentially hazardous situation which, if not
avoided, could result in equipment damage, data loss,
performance deterioration, or unanticipated results.

NOTICE is used to address practices not related to personal
injury.

@;ﬂ NOTE Supplements the important information in the main text.

NOTE is used to address information not related to personal
injury, equipment damage, and environment deterioration.
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1 Overview

1.1  Overview
1.2 Physical Structure

1.3  Logical Structure

1.1 Overview

FusionServer 2288H V6 (2288H V6) is a new-generation 2U 2-socket rack server designed
for Internet, Internet Data Center (IDC), cloud computing, enterprise, and telecom
applications.

The 2288H V6 is ideal for IT core services, cloud computing, virtualization,
high-performance computing, distributed storage, big data processing, enterprise or telecom
service applications, and other complex workloads.

The reliable 2288H V6 features low power consumption, high scalability, easy deployment,
and simplified management.

[ NOTE

For details about the 2288H V6 nameplate information, see A.4 Nameplate.
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Figure 1-1 2288H V6-32DIMM with 12 x 3.5" drives (example)

Figure 1-2 2288H V6-16DIMM with 12 x 3.5" drives (example)
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1.2 Physical Structure
1.2.1 2288H V6-32DIMM

Figure 1-3 Physical structure of a server with 12 x 3.5" drives (example)

1 1/0 module 1 2 I/0 module 2
3 PSU 4 Chassis
5 I/0O module 3 6 Supercapacitor holder
7 Air duct 8 Intrusion sensor
NOTE
The air duct cannot be installed
on a server with built-in drives.
9 Front-drive backplane 10 Left mounting ear plate
11 Fan module brackets 12 Fan module
13 Front drive 14 Right mounting ear plate
15 Processor heat sink 16 Processor
17 Cable organizer 18 Mainboard
19 BMC card 20 OCP 3.0 network adapter
21 Screw-in RAID controller 22 TPM/TCM
card
23 Memory - -

2022-08-12
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1.2.2 2288H V6-16DIMM

Figure 1-4 Physical structure of a server with 12 x 3.5" drives (example)

1 1/0 module 1 2 PCle Card
3 PSU 4 Chassis
5 1/0 module 3 6 Supercapacitor holder
7 Air duct 8 Intrusion sensor
NOTE
The air duct cannot be installed
on a server with built-in drives.
9 Front-drive backplane 10 Left mounting ear plate
11 Fan module brackets 12 Fan module
13 Front drive 14 Mainboard
15 Processor 16 Processor heat sink
17 Built-in PCle card 18 Install the guide trough for the
built-in standard card
19 Memory 20 TPM/TCM
21 Screw-in RAID controller 22 OCP 3.0 network adapter
card

2022-08-12
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1.3 Logical Structure
1.3.1 2288H V6-32DIMM

Figure 1-5 Logical Structure
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i D ole a0ya FTTTTT I ------ \ = 1—[ ------- PCle 4.0 x32 , | i |
! PCle Riser card 1 {PCled0x32 | } ! }q:pl PCle Riser card 2 |
1 ) i ! | i
i ! i 1 s | PCled0xs | |
! OCP 3.0 network adapter 1 | (PCle 4.0 x8 , | | | OCP 3.0 network adapter 2J|
! J Pooceun | cru2 | . .
|
i »Slimline | LPCle 4016, | | | [oPCle 408 i 1*Slimline JI
‘ / | | 1 I :
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{ USBkey ], USB30 2UsB20 ! I gmp GE

—————————————— — A

,,,,,,,,,,,,,, Lewisburg SMLink i | UART

{ VROCkey ¢ LBG-R PCH e ae

J— p espl > i | === VGA

]
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—————————————— ) | !

[ 1saTA 4 L )

2*USB 3.0 2*USB 3.0

Rear Front
UsSB 3.0 USB 3.0

®  The server supports one or two third-generation Intel® Xeon® Scalable Ice Lake
processors.
®  The server supports up to 32 memory modules.

® The CPUs (processors) interconnect with each other through three UPI links at a speed
of up to 11.2 GT/s.

®  The PCle riser card connects to the processors through PCle buses to provide ease of
expandability and connection.

® (CPU1 and CPU2 each support one OCP 3.0 network adapter.

®  The screw-in RAID controller card on the mainboard connects to CPU 1 through PCle
buses, and connects to the drive backplane through SAS signal cables. A variety of drive
backplanes are provided to support different local storage configurations.

® The LBG-R Platform Controller Hub (PCH) is integrated on the mainboard to support
five USB 3.0 ports.

®  The BMC management chip integrated on the mainboard supports a video graphics array
(VGA) port, a management network port, and a serial port.
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1.3.2 2288H V6-16DIMM

Figure 1-6 Logical Structure
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®  The server supports one or two third-generation Intel® Xeon® Scalable Ice Lake
processors.

®  The server supports up to 16 memory modules.

®  The CPUs (processors) interconnect with each other through three UPI links at a speed
of up to 11.2 GT/s.

® (CPUI1 supports one OCP 3.0 network adapter.

®  The screw-in RAID controller card on the mainboard connects to CPU 1 through PCle
buses, and connects to the drive backplane through SAS signal cables. A variety of drive
backplanes are provided to support different local storage configurations.

®  The LBG-R Platform Controller Hub (PCH) is integrated on the mainboard to support
three USB 3.0 ports.

®  The BMC management chip integrated on the mainboard supports a video graphics array
(VGA) port, a management network port, and a serial port.
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2 Hardware Description

2.1 2288H V6-32DIMM
2.2 2288H V6-16DIMM

2.1 2288H V6-32DIMM

2.1.1 Front Panel
2.1.1.1 Appearance

® 8x2.5" Drive Configuration

Figure 2-1 Front view

1 Drive 2 (Optional) Built-in DVD
drive (or LCD module)
3 Slide-out label plate (with an | - -
SN label)

® 12x2.5" drive configuration (4 x SAS/SATA + 8 x NVMe)
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Figure 2-2 Front view

1 Drive 2 Slide-out label plate (with an
SN label)

® 12 x 3.5" drive configuration

Figure 2-3 Front view

1 Drive 2 Slide-out label plate (with an
SN Iabel)

® 20x 2.5" drive configuration (4 x SAS/SATA + 16 x NVMe)
Figure 2-4 Front view

1 Drive 2 Slide-out label plate (with an
SN label)
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24 x 2.5" drive configuration

Figure 2-5 Front view

Drive

Slide-out label plate (with an
SN label)

25 x 2.5" drive configuration

Figure 2-6 Front view

Drive

Slide-out label plate (with an
SN Iabel)

2.1.1.2 Indicators and Buttons

Indicator and Button Positions

8 x 2.5" drive configuration

2022-08-12
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Figure 2-7 Indicators and buttons on the front panel

Fault diagnosis LED

Power button/indicator

Health status indicator

UID button/indicator

FlexIO card 1 presence
indicator

FlexIO card 2 presence
indicator

iBMC direct connect
management port indicator

Figure 2-8 Indicators and buttons on the front panel

12 x 2.5" drive configuration (4 x SAS/SATA + 8§ x NVMe)

Fault diagnosis LED

Power button/indicator

Health status indicator

UID button/indicator

FlexIO card 1 presence
indicator

FlexIO card 2 presence
indicator

iBMC direct connect
management port indicator

12 x 3.5" drive configuration
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Figure 2-9 Indicators and buttons on the front panel

Fault diagnosis LED

Power button/indicator

Health status indicator

UID button/indicator

FlexIO card 1 presence
indicator

FlexIO card 2 presence
indicator

7 iBMC direct connect - -
management port indicator

® 20 x 2.5" drive configuration (4 x SAS/SATA + 16 x NVMe)

Figure 2-10 Indicators and buttons on the front panel

Fault diagnosis LED

Power button/indicator

Health status indicator

UID button/indicator

FlexIO card 1 presence
indicator

FlexIO card 2 presence
indicator

iBMC direct connect
management port indicator

® 24x2.5"drive configuration
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Figure 2-11 Indicators and buttons on the front panel

1 Fault diagnosis LED Power button/indicator
3 Health status indicator UID button/indicator
5 FlexIO card 1 presence FlexIO card 2 presence
indicator indicator
7 iBMC direct connect - -
management port indicator

® 25x 2.5" drive configuration

Figure 2-12 Indicators and buttons on the front panel

1 Fault diagnosis LED Power button/indicator
3 Health status indicator UID button/indicator
5 FlexIO card 1 presence FlexIO card 2 presence
indicator indicator
7 iBMC direct connect -
management port indicator

Indicator and Button Descriptions

Table 2-1 Description of indicators and buttons on the front panel

Silkscreen

Button

Indicator and | Description

2022-08-12
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Silkscreen

Indicator and
Button

Description

-
X
-
X
.y
X

C
X
=
C
I

Fault diagnosis
LED

e - The device is operating properly.
® FError code: A component is faulty.

For details about error codes, see the
FusionServer Rack Server iBMC Alarm Handling.

Power
button/indicator

Power indicator:
® Off: The device is not powered on.
® Steady green: The device is powered on.

¢ Blinking yellow: The iBMC is starting. The power
button is locked and cannot be pressed. The iBMC
is started in about 1 minute, and then the power
indicator is steady yellow.

® Steady yellow: The device is standby.
Power button:

® When the device is powered on, you can press this
button to gracefully shut down the OS.

NOTE
For different OSs, you may need to shut down the OS as
prompted.
® When the device is powered on, you can hold
down this button for 6 seconds to forcibly power
off the device.

® When the power indicator is steady yellow, you
can press this button to power on the device.

Health status
indicator

® Off: The device is powered off or is faulty.

¢ Blinking red at 1 Hz: A major alarm has been
generated on the system.

¢ Blinking red at 5 Hz: A critical alarm has been
generated on the system.

® Steady green: The device is operating properly.

UID
button/indicator

The UID button/indicator helps identify and locate a
device.

UID indicator:
¢ Off: The device is not being located.

* Blinking or steady blue: The device is being
located.

UID button:

®  You can control the UID indicator status by
pressing the UID button or using the iBMC.

® You can press this button to turn on or off the
UID indicator.

® You can press and hold down this button for 4 to
6 seconds to reset the iBMC.

2022-08-12

23



https://support.xfusion.com/support/doconline/rest/doc/model/info?docNo=EDOC1000054724

FusionServer 2288H V6 Server
User Guide

2 Hardware Description

Silkscreen Indicator and
Button

Description

ﬁ FlexIO card
presence
indicator

Indicates whether the FlexIO card is detected.

Off: The FlexIO card is not detected.

Blinking green at 0.5 Hz: The FlexIO card is
detected but is not powered on.

Blinking green at 2 Hz: The FlexIO card is
detected and has just been inserted.

Steady green: The FlexIO card is detected and the
power supply is normal.

® iBMC direct
connect
management
port indicator

Indicates the status when the iBMC direct connect
management port connects to a terminal (local PC or
Android mobile phone):

Off: No terminal is connected.

Blinking green at short intervals for 3 seconds and
then off: The port is disabled.

Steady green: The terminal is connected.

Indicates the status when the iBMC direct connect
management port connects to a USB device:

Blinking red at long intervals: The job fails or an
error is reported when the job is complete.

Blinking green at short intervals: The job is being
executed.

Blinking green at short intervals for 3 seconds and
then off: The port is disabled.

Steady green: The server configuration file is
being copied from the USB device or the job is
successfully completed.

2.1.1.3 Ports

Port Positions

® 8 x2.5"drive configuration

Figure 2-13 Ports on the front panel

1 USB 3.0 port

2 iBMC direct connect
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management port

3 VGA port - -

® ]2x2.5" drive configuration (4 x SAS/SATA + 8 x NVMe)

Figure 2-14 Ports on the front panel

1 USB 3.0 port 2 iBMC direct connect
management port

3 VGA port - -

® 12 x 3.5" drive configuration

Figure 2-15 Ports on the front panel

1 USB 3.0 port 2 iBMC direct connect
management port

3 VGA port - -

® 20 x 2.5" drive configuration (4 x SAS/SATA + 16 x NVMe)

Figure 2-16 Ports on the front panel
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1 USB 3.0 port 2 iBMC direct connect
management port

3 VGA port - -

® 24 2.5"drive configuration

Figure 2-17 Ports on the front panel

1 USB 3.0 port 2 iBMC direct connect
management port

3 VGA port - -

® 25x 2.5" drive configuration

Figure 2-18 Ports on the front panel

1 USB 3.0 port 2 iBMC direct connect
management port

3 VGA port - -

Port Description

Table 2-2 Ports on the front panel

Port Type Quantity Description

VGA portNoe© DBI15 1 Used to connect a display
terminal, such as a monitor or
KVM.
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Port

Type

Quantity

Description

iBMC direct
connect
management
portNole

USB Type-C

NOTE

The USB 2.0
protocol is
supported.

1

Used to connect to a local PC
through a USB Type-C cable to
monitor and manage the system.

NOTE

Only local PCs running Windows 10
are supported.

e To login to the iBMC from the
local PC, enter https://IP address
of the iBMC management network
port in the address box of the
browser on the local PC.

Used to connect to a USB device.

NOTICE

e Before connecting an external
USB device, ensure that the USB
device functions properly.
Otherwise, it may adversely
impact the server.

e For details about how to connect a
USB device to the iBMC
management port, see
FusionServer Rack Server iBMC
User Guide.

USB port

USB 3.0

Used to connect to a USB 3.0
device.

NOTICE

e Before connecting an external
USB device, ensure that the USB
device functions properly.
Otherwise, it may adversely
impact the server.

e The USB 3.0 port can be used to
supply power to low-power
peripherals. However, the USB
3.0 port must comply with the
USB specifications. To run
advanced peripherals, such as
external CD/DVD drives, an
external power supply is required.

same time.

Note: The VGA port and iBMC direct connect management port cannot be used at the

2.1.2 Rear Panel
2.1.2.1 Appearance

®  Server with a drive module or PCle riser module on the rear panel

2022-08-12
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Figure 2-19 Rear view
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1 I/O module 1 2 I/O module 2
3 I/O module 3 4 Power supply 2
5 PSU 1 6 (Optional) FlexIO card 2
NOTE
The FlexIO card slot supports
only OCP 3.0 network adapters.
7 (Optional) FlexIO card 1 - -
NOTE
The FlexIO card slot supports
only OCP 3.0 network adapters.

[ NOTE

® [/O module 1 and I/0O module 2 each support a PCle riser module, 2 x 3.5" rear-drive module, or
module with 2 x 2.5" rear drives and one PCle riser module.

e /O module 3 supports a PCle riser module or 4 x 2.5" rear-drive module.
e For details about the OCP 3.0 network adapter, see 2.1.6.1 OCP 3.0 Network Adapters .
e The figure is for reference only. The actual configuration may vary.

®  Server with four GPUs on the rear panel

Figure 2-20 Rear view
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Slot2

Slot3

Slot6

Slot7

PSU 2

AN~

Power supply unit (PSU) 1

N | | W

(Optional) FlexIO card 2

NOTE

The FlexIO card slot supports
only OCP 3.0 network adapters.

(Optional) Slot 9

(Optional) FlexIO card 1

NOTE

The FlexIO card slot supports
only OCP 3.0 network adapters.

(1 NOTE

e For details about the OCP 3.0 network adapter, see 2.1.6.1 OCP 3.0 Network Adapters .

e The figure is for reference only. The actual configuration may vary.

®  Server with 11 Standard PCle Cards on the Rear Panel

123 456 7809 1011
sassanlesismipsssass sssiasiesioes | [ senlsmgns | . SessemssssuEmssnosn

E R |
pssEesssmemimsssass gsmmemsstioas || SEmsmmssmaine g
B Iﬁllﬁ@ : N ;. ;,,

15 14 13 12
1 Slot1 2 Slot2
3 Slot3 4 Slot4
5 Slot5 6 Slot6
7 Slot7 8 Slot8
9 Slot9 10 Slot10
11 Slot11 12 Power supply 2
13 Power supply unit (PSU) 1 14 (Optional) FlexIO card 2
NOTE
The FlexIO card slot supports
only OCP 3.0 network adapters.
15 (Optional) FlexIO card 1 - -
NOTE
The FlexIO card slot supports
only OCP 3.0 network adapters.
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(1 NOTE

e For details about the OCP 3.0 network adapter, see 2.1.6.1 OCP 3.0 Network Adapters .

e The figure is for reference only. The actual configuration may vary.

2.1.2.2 Indicators and Buttons

Indicator Positions

®  Server with a drive module or PRM on the rear panel

Figure 2-21 Indicators on the rear panel

[\

Connection status indicator of
the management network port

Data transmission status
indicator of the management
network port

Serial port indicator 4 UID indicator

NOTE

Reserved and unavailable
currently.

PSU indicator - -

®  Server with four GPUs on the rear panel

Figure 2-22 Indicators on the rear panel
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Data transmission status 2 Connection status indicator of

indicator of the management
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network port the management network port
3 Serial port indicator 4 UID indicator
NOTE
Reserved and unavailable
currently.
5 PSU indicator - -

®  Server with 11 standard PCle cards on the rear panel

Figure 2-23 Indicators on the rear panel

SESESESESENNENENSNESE SERGSERENEEEEE ITEEENERGERADE
SESSESSSNSNREEONESE SEEONEEESEEEE - | SEEOEDEENNEEE

S0SSESEGSE0EIEE0GEEE SEDGENEEEGEEE HEE2EREAEANEN
.| ISESSSEESNEESENGEEEE OEEOONSESEEEE - | ISSSOEENEDEES

[ LI TITTL] SeSssEsseaEEs
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123
1 Data transmission status 2 Connection status indicator of
indicator of the management the management network port

network port

3 Serial port indicator 4 UID indicator
NOTE
Reserved and unavailable
currently.
5 PSU indicator - -

Indicator Description

Table 2-3 Indicators on the rear panel

Silkscreen Indicator Description

- Data transmission ® Off: No data is being transmitted.
status indicator for o

Blinking yellow: Data is being
the management

transmitted.
network port
- Connection status ¢ Off: The network port is not connected.
indicator for the ¢ Steady green: The network port is
management

connected properly.

network port

2022-08-12 31



FusionServer 2288H V6 Server

User Guide

2 Hardware Description

Silkscreen

Indicator

Description

®

UID indicator

The UID indicator helps identify and locate
a device.

e Off: The device is not being located.

¢ Blinking or steady blue: The device is
being located.

NOTE

You can control the UID indicator status by
pressing the UID button or using the iBMC.

PSU indicator

* Off: No power is supplied.
¢ Blinking green at 1 Hz:

— The input is normal, and the server is
standby.

- The input is overvoltage or
undervoltage.

— The PSU is in deep hibernation
mode.

¢ Blinking green at 4 Hz: The firmware is
being upgraded online.

® Steady green: The power input and
output are normal.

® Steady orange: The input is normal but
there is no output.

NOTE

The possible causes of no power output are as
follows:

e Power supply overtemperature protection
e Power output overcurrent or short-circuit
e QOutput overvoltage

e Short-circuit protection

e Device failure (excluding failure of all
devices)

2.1.2.3 Interface

Port Positions

®  Server with a drive module or PRM on the rear panel
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Figure 2-24 Ports on the rear panel
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1 2 4 5 6

1 Management network port 2 Serial port
3 VGA port 4 USB 3.0 port
5 Socket for PSU 1 6 Socket for PSU 2

®  Server with four GPUs on the rear panel

Figure 2-25 Ports on the rear panel
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3 VGA port 4 USB 3.0 port
5 Socket for PSU 1 6 Socket for PSU 2

®  Server with 11 standard PCle cards on the rear panel

Figure 2-26 Ports on the rear panel
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Management network port 2

Serial port

VGA port 4

USB 3.0 port

Socket for PSU 1 6

Socket for PSU 2

Port Description

Table 2-4 Ports on the rear panel

Port

Type Quantity

Description

Management
network port

RJ45 1

iBMC management network port,
which is used to manage the
server.

NOTE
The management network port is a
GE port that supports 100 Mbit/s and
1000 Mbit/s auto-negotiation.

Serial port

RJ45 1

Default operating system serial
port used for debugging. You can
also set it as the iBMC serial port
by using the iBMC command.

NOTE

The port uses 3-wire serial
communication interface, and the
default baud rate is 115,200 bit/s.

VGA port

DBI5 1

Used to connect a display
terminal, such as a monitor or
KVM.

USB port

USB 3.0 2

Used to connect to a USB 3.0
device.

NOTICE

e The maximum current is 1.3 A for
an external USB device.

e Before connecting an external
USB device, ensure that the USB
device functions properly.
Otherwise, it may adversely
impact the server.

e The USB 3.0 port can be used to
supply power to low-power
peripherals. However, the USB
3.0 port must comply with the
USB specifications. To run
advanced peripherals, such as
external CD/DVD drives, an
external power supply is required.

PSU socket

Used to connect to a power
distribution unit (PDU) through a
power cable. You can select the
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Port Type Quantity Description

PSUs as required.

NOTE

When determining the PSUs, ensure
that the rated power of the PSUs is
greater than that of the server.

2.1.3 Processors

The server supports one or two processors.
If only one processor is required, install it in socket CPU1.

Processors of the same model must be used in a server.

Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

Figure 2-27 Processor positions

CPU1

2.1.4 Memory

2.1.4.1 DDR4 Memory
2.1.4.1.1 Memory ID

You can determine the memory module properties based on the label attached to the memory
module.

2022-08-12
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Figure 2-28 Memory identifier

0000 000

64GB 2R x4 PC4 - 2933Y - RA2 ‘

e
e

1 =1 T 1 1 1 T 1
|64GB 2R x4 PC4 - 2933Y - RA2|

@ s LT I‘I|I|||I|Illillllllllllllllm S

|
No. Description Example
1 Capacity * 16GB
e 32GB
* 64GB
e 128GB
* 256GB
2 Number of ranks * 1R: single-rank
® 2R: dual-rank
® 4R: quad-rank
® 8R: octal-rank
3 Data width on the DRAM * x4:4-bit
* x8: 8-bit
4 Type of the memory interface e PC4: DDR4
5 Maximum memory speed * 2933 MT/s
* 3200 MT/s
6 Memory latency parameters e W =20-20-20
o AA=22-22-22
7 DIMM type e R =RDIMM
e L=LRDIMM

2.1.4.1.2 Memory Subsystem Architecture
A server provides 32 memory slots. Each processor integrates eight memory channels.

Install the memory modules in the primary memory channels first. If the primary memory
channel is not populated, the memory modules in secondary memory channels cannot be used.
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Table 2-5 Memory channels

CPU Channel Memory Slot

CPU 1 A (primary) DIMMOO00(A)
A DIMMO001(I)
B (primary) DIMMO10(B)
B DIMMO11()
C (primary) DIMMO020(C)
C DIMMO021(K)
D (primary) DIMMO030(D)
D DIMMO31(L)
E (primary) DIMMO040(E)
E DIMMO041(M)
F (primary) DIMMOS50(F)
F DIMMO51(N)
G (primary) DIMMO060(G)
G DIMMO061(0)
H (primary) DIMMO70(H)
H DIMMO71(P)

CPU2 A (primary) DIMM100(A)
A DIMM101(I)
B (primary) DIMM110(B)
B DIMM111Q)
C (primary) DIMM120(C)
C DIMM121(K)
D (primary) DIMM130(D)
D DIMM131(L)
E (primary) DIMM140(E)
E DIMM141(M)
F (primary) DIMM150(F)
F DIMMI151(N)
G (primary) DIMM160(G)
G DIMM161(0)
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CPU Channel Memory Slot
H (primary) DIMM170(H)
H DIMM171(P)

2.1.4.1.3 Memory Compatibility

Observe the following rules when configuring DDR4 memory modules:

NOTICE

A server must use DDR4 memory modules of the same part number (P/N code), and the
memory speed is the minimum value of the following items:

Memory speed supported by a CPU
Maximum operating speed of a memory module

The DDR4 DIMMs of different types (RDIMM and LRDIMM) and specifications
(capacity, bit width, rank, and height) cannot be used together.

Contact your local sales representative or see "Search Parts" in the Compatibility Checker
to determine the components to be used.

The memory can be used with the third-generation Intel® Xeon® Scalable Ice Lake
processors. The maximum memory capacity supported by all processor models is the
same.

The total memory capacity is the sum of the capacity of all DDR4 DIMMs.

NOTICE

The total memory capacity refers to the capacity when DDR4 memory modules are fully
configured. For details about the memory capacity when PMem modules are used together
with DDR4 memory modules, see 2.1.4.2.3 Memory Compatibility.

®  For details about the capacity type of a single memory module, see "Search Parts" in the
Compatibility Checker.
®  The maximum number of memory modules supported depends on the memory type and
rank quantity.
L1 NOTE
Each memory channel supports a maximum of § ranks. The number of memory modules supported by
each channel varies depending on the number of ranks supported by each channel:
Number of memory modules supported by each channel < Number of ranks supported by each memory
channel/Number of ranks supported by each memory module
® A memory channel supports more than eight ranks for LRDIMM:s.
L1 NOTE

A quad-rank LRDIMM generates the same electrical load as a single-rank RDIMM on a memory bus.
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Table 2-6 DDR4 memory specifications

Parameter Specifications

Capacity per DDR4 16 32 64 128 256
memory module (GB)

Type RDIMM RDIMM RDIMM LRDIMM | RDIMM
Rated speed (MT/s) 3200 3200 3200 3200 2933
Operating voltage (V) 1.2 1.2 1.2 1.2 1.2
Maximum number of 32 32 32 32 32
DDR4 DIMMs in a

server?

Maximum DDR4 512 1024 2048 4096 8192
memory capacity of the

server (GB)

Actual IDPC® 3200 3200 3200 3200 2933
rate

(MT/s) 2DPC 3200 3200 3200 3200 2933

® a: The maximum number of DDR4 memory modules is based on dual-processor
configuration. The value is halved for a server with only one processor.

¢ b: DPC (DIMM per channel) indicates the number of memory modules per channel.

® The information listed in this table is for reference only. For details, consult the local

sales representative.

2.1.4.1.4 DIMM Installation Rules

[ NOTE

Observe the following when configuring DDR4 memory modules:

This section applies to a server fully configured with DDR4 memory modules. If PMem modules are
used together, see 2.1.4.2.4 DIMM Installation Rules.

Install memory modules only when corresponding processors are installed.

Do not install LRDIMMSs and RDIMMs in the same server.

Install filler memory modules in vacant slots.

Observe the following when configuring DDR4 memory modules in specific operating mode:

Rank sparing mode

- Comply with the general installation guidelines.

- Atleast two ranks must be configured for each channel.

- A maximum of two standby ranks can be configured for each channel.

- The capacity of a standby rank must be greater than or equal to that of other ranks
in the same channel.

Memory mirroring mode

- Comply with the general installation guidelines.
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- Each processor supports four integrated memory controllers (IMCs), and each IMC
has two channels for installing memory modules. The installed memory modules
must be identical in size and organization.

- For a multi-processor configuration, each processor must have a valid memory
mirroring configuration.

®  Memory scrubbing mode

- Comply with the general installation guidelines.

2.1.4.1.5 Memory Installation Positions

A server supports a maximum of 32 DDR4 memory modules. To maximize performance,
balance the total memory capacity between the installed processors and to load the channels
similarly whenever possible.

Observe the memory module installation rules when configuring memory modules. For
details, see Memory Configuration Assistant.

NOTICE

At least one DDR4 memory module must be installed in the primary memory channels
corresponding to CPU 1.

Figure 2-29 Memory slots
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Figure 2-30 DDR4 memory module installation guidelines (1 processor)

CPU

Channel

CPU1

DIMM Slot

Number of DIMMSs
(v:recommended O: not recommended)
v v v v v v o} v
1 2 4 6 8 12 | 12 | 16

DIMMOOT(D | | [ | | e | e | e
omMott) | | | | | e | [ e
DIMMO21()| | [ | | e | e | e
omvostw| | [ | | | | e

DIMMoAT(M)| | | | | | e | e [ e
oMMOSTN| | | | | | e | [ e
DMMOG1(O)| | | | | e | e | e

DIMMO71(P)

Note

When 12 DIMMs are configured, the recommended installation (marked with v') achieves better performance

than the installation that is not recommended (marked with O). However, only the installation that is not
recommended (marked with O) supports SNC2, Hemi, SGX, and UMA X-skt.
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Figure 2-31 DDR4 memory module installation guidelines (2 processors)

CPU

Number of DIMMs
(v: recommended O: not recommended)

Channel| DIMM Slot

N A I A A A O A I

2 | 4|8 12|16 |24 | 24 | 32

P oot | | | | el e ]
P lommorg) | | | | | e e
© ookl | | | | elels]
P lommony | L | e

CPU1
" Fommosty |l e
H owon® | | | e
* owaon
; -----ll-n
&

2 ---i--li
F -----n--
G .
" o) | I

o et s T A e e

recommended (marked with ) supports SNC2, Hemi, SGX, and UMA X-skt.

2022-08-12

42



FusionServer 2288H V6 Server

User Guide

2 Hardware Description

2.1.4.1.6 Memory Protection Technologies

The following memory protection technologies are supported:

ECC

Memory Mirroring

Memory Single Device Data Correction (SDDC)
Failed DIMM Isolation

Memory Thermal Throttling

Command/Address Parity Check and Retry

Memory Demand/Patrol Scrubbing

Memory Data Scrambling

Post Package Repair (PPR)

Write Data CRC Protection

Adaptive Data Correction - Single Region (ADC-SR)
Adaptive Double Device Data Correction - Multiple Region (ADDDC-MR)
Partial Cache Line Sparing (PCLS)

2.1.4.1.7 Memory Protection Technologies

The following memory protection technologies are supported:

ECC

Memory Mirroring

Memory Single Device Data Correction (SDDC)
Failed DIMM Isolation

Memory Thermal Throttling

Command/Address Parity Check and Retry

Memory Demand/Patrol Scrubbing

Memory Data Scrambling

Memory Multi Rank Sparing

Post Package Repair (PPR)

Write Data CRC Protection

Adaptive Data Correction - Single Region (ADC-SR)
Adaptive Double Device Data Correction - Multiple Region (ADDDC-MR)
Partial Cache Line Sparing (PCLS)
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2.1.4.2 PMem

2.1.4.2.1 Memory Identifier

Figure 2-32 Memory identifier

intel

-OPTANE"

PERSISTENT MEMORY

— 8089-A2-2008-00002461

e—— NMB1XXD512GPSU4
+[2]
01— 512GB Sh='—©
(LBl
/ L‘ | | ’J
U \ |l
o) N )
No. Description Example
1 Component Intel Optane™ Persistent Memory
2 SN 8089-A2-2008-00002461
3 Model NMBI1XXD512GPSU4
4 Capacity (GB) e 128
e 256
e 512
5 SN QR code 8089-A2-2008-00002461

2.1.4.2.2 Memory Subsystem Architecture

The server provides 32 memory slots. Each processor integrates eight memory channels, and

each memory channel supports only one PMem module.

PMem modules must be used with DDR4 memory modules.

Table 2-7 Memory channels
CPU Channel Memory Slot
CPU 1 A (primary) DIMMO00(A)
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CPU Channel Memory Slot
A DIMMO001(I)
B (primary) DIMMO10(B)
B DIMMO011Q)
C (primary) DIMMO020(C)
C DIMMO021(K)
D (primary) DIMMO30(D)
D DIMMO31(L)
E (primary) DIMMO040(E)
E DIMMO041(M)
F (primary) DIMMOS50(F)
F DIMMO51(N)
G (primary) DIMMO060(G)
G DIMMO061(0)
H (primary) DIMMO70(H)
H DIMMO71(P)

CPU2 A (primary) DIMM100(A)
A DIMM101(T)
B (primary) DIMM110(B)
B DIMM111()
C (primary) DIMM120(C)
C DIMMI121(K)
D (primary) DIMM130(D)
D DIMM131(L)
E (primary) DIMM140(E)
E DIMM141(M)
F (primary) DIMM150(F)
F DIMMI151(N)
G (primary) DIMM160(G)
G DIMM161(0)
H (primary) DIMM170(H)
H DIMM171(P)
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2.1.4.2.3 Memory Compatibility

Observe the following rules when configuring PMem modules:

NOTICE

® The PMem modules must be used with the DDR4 memory modules. For details, see

FusionServer PMem 200 User Guide.

e Contact your local sales representative or see "Search Parts" in the Compatibility Checker

to determine the components to be used.

The memory must be used with the third-generation Intel® Xeon® Scalable Ice Lake
processors. The maximum memory capacity supported by all processor models is the
same.

The PMem module can work only in App Direct Mode (AD) and Memory Mode (MM).
The total supported memory capacity is calculated as follows:

- PMem module in AD mode

Total memory capacity = Total capacity of all PMem modules+ Total capacity of all
DDR4 memory modules

- PMem module in MM mode

Total memory capacity = Total capacity of all PMem modules (The DDR4 memory
modules are used as the cache and therefore are not calculated as memory capacity.)

NOTICE

For details about the AD and MM modes, see FusionServer PMem 200 User Guide.

®  For details about the capacity type of a single memory module, see "Search Parts" in the
Compatibility Checker.
®  The maximum number of memory modules supported depends on the memory type and
rank quantity.
] NOTE

Each memory channel supports a maximum of 8 ranks. The number of memory modules supported by
each channel varies depending on the number of ranks supported by each channel:

Number of memory modules supported by each channel < Number of ranks supported by each memory
channel/Number of ranks supported by each memory module

Table 2-8 PMem specifications

Parameter Specifications

Capacity per PMem module (GB) 128 256
Rated speed (MT/s) 3200 3200
Operating voltage (V) 1.2 1.2
Maximum number of PMem modules in a 16 16
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Parameter Specifications

server?

Maximum PMem capacity of the server 2048 4096
(GB)"

Actual rate (MT/s) 3200 3200

sales representative.

¢ a: The maximum number of PMem modules is based on dual-processor configuration.
The value is halved for a server with only one processor.

® b: The maximum PMem capacity varies depending on the PMem working mode.

® The information listed in this table is for reference only. For details, consult the local

2.1.4.2.4 DIMM Installation Rules

®  Observe the following when configuring PMem modules:
- The DDR4 memory modules used with the PMem modules include RDIMMs and

LRDIMMs.

- The PMem modules used in a server must have the same part number (P/N code).

- The DDR4 memory modules used with the PMem modules in a server must have
the same part number (P/N code).

®  (QObserve the following when configuring PMem modules in MM mode:

On the same server, it is recommended that the ratio of the DDR4 memory capacity to

the PMem capacity be 1:4 to 1:16.

2.1.4.2.5 Memory Installation Positions

A server supports a maximum of 16 PMem modules. The PMem modules must be used with

the DDR4 memory modules.

Observe the memory module installation rules when configuring memory modules. For
details, see Memory Configuration Assistant.
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Figure 2-33 Memory slots
Figure 2-34 PMem module installation guidelines (1 processor)
Installation Guideline
CPU | Channel | DIMM Slot (:DDR4 _O: PMem)
AD [MM]| AD AD AD [MM [ AD | MM AD
4+4 6+1 8+1 8+4 8+8 12+2
o fommootg || | o | o | o | e
Plomvong [ | | | | o [ |
e L omvoi T o | o | e |
D
PUT oMMzt | | | | o | e
MC2 flomwam | [ | o | o | e |
Flommosiy] | | | o
e L lommosio) || o | o | e |
i DIMMO71(P) ) °
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Figure 2-35 PMem module installation guidelines (2 processors)

Installation Guideline
(®: DDR4 O:PMem)
CPU Channel DIMM Slot
AD [ MM AD AD AD [MM | AD | MM AD
8+8 12+2 16+2 16+8 16+16 24+4
A
IMCo | ommoory | | ] o | o | o | e |
B
Commotty | | | | o | ]
C
e Commo2t) | | | o [ o | e |
Plowwestwy | | | | T o | e |
CPU1
E
IMC2 | ommodiwy | | ] | o | o | e |
F
ommvostwy | | | | | o | |
G
IMC3 | DMmost0) | | ] | o | o | e |
H
DIMMO71(P) o .
A DIMMO00(A) . ° . Y ° °
IMCo DIMMO01 (1) o o o P
B DIMMO10(B) o [ . [} [} o
DIMMO11(J) o
z DIMMO020(C) . Y . Y ° .
IMCt DIMMO21(K) o o P
D DIMMO030(D) o o [ [} [} [
PU2 DIMMO31(L) o .
= DIMMO040(E) . Y . Y ° .
IMC2 DIMMO041(M) o o .
F DIMMO50(F) o [} [ [} [} o
DIMMO51(N) o
G DIMMO60(G) [ ® . [ [ °
IMC3 DIMMO61(0) o o .
" DIMMO70(H) o . [} [} [
DIMMO71(P) o .

2.1.4.2.6 Memory Protection Technologies
The following memory protection technologies are supported:

PMem module Error Detection and Correction

PMem module Device Failure Recovery (SDDC)
PMem module Package Sparing (DDDC)

PMem module Patrol Scrubbing

PMem module Address Error Detection

PMem module Data Poisoning (Corrupt Data Containment)
PMem module Viral

PMem module Address Range Scrub (ARS)

PMem module Error Injection

DDR-T Command and Address Parity Check and Retry
DDR-T Read Write Data ECC Check and Retry

PMem module Faulty DIMM Isolation

PMem module Error Reporting
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2.1.5 Storage

2.1.5.1 Drive Configurations

2.1.5.1.1 8 x 2.5" Drive Pass-through Configuration

Drive configuration

Table 2-9 Drive configuration

Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
8 x 2.5" drive Front drive: I/O module | - e SATA
pass-through 8x2.5" 3:4x25" drive: PCH
configuration 1 - SlotsOto | - Slots 44 ¢ NVMe
7 support to 47 drive: CPU
only support
SATA only
drives. NVMe
drives®.
8 x 2.5" drive Front drive: I/O module | - e SAS/SATA
pass-through 8§x2.5" 3:4x2.5" drive: 1 x
configuration 2 ~ Slots 0 to _ Slots 44 screw-in
7 support to 47 RAID
only support controller
SAS/SAT only card
A drives. NVMe e NVMe
drives?. drive: CPU
8 x 2.5" drive Front drive: I/O module | - e SAS/SATA
pass-through 8x2.5" 3:4x25" drive: 1 x
configuration 3 _ Slots 0 to _ Slots 44 PCle RAID
7 support to 47 controller
only support card
SAS/SAT only e NVMe
A drives. NVMe drive: CPU
drives®.
8 x 2.5" drive Front drive: - e PCH
pass-through + 8x2.5" passthrough
11 x PCle card _ Slots 0 to
configuration 1 7 support
only
SATA
drives.
8 x 2.5" drive Front drive: - ® | X screw-in
pass-through + 8x2.5" RAID
11 x PCle card _ Slots 0 to controller
configuration 2 7 support card
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode

only

SAS/SAT

A drives.
8 x 2.5" drive * Frontdrive: | - - e 1xPCle
pass-through + 8x2.5" RAID
11 x PCle card _ Slots 0 to controller
configuration 3 7 support card

only

SAS/SAT

A drives.
8x2.5"drive + | ® Frontdrive: | - - e PCH
4 x GPU 8x2.5" passthrough
configuration 1 _ Slots 0 to

7 support

only

SATA

drives.

8 x 2.5" drive +
4 x GPU
configuration 2

e Front drive:
8x2.5"

- Slots 0 to
7 support
only
SAS/SAT
A drives.

® ] X screw-in
RAID
controller
card

® a: The server with CPU 2 supports NVMe drives, but the server with a single CPU does
not support NVMe drives.

® Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

Slot numbers

®  Drive slot numbers of 8 x 2.5" drive pass-through configuration 1 in Table 2-9
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Figure 2-36 Drive slot numbers

of BN H-Re)
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Table 2-10 Drive slot numbers

Drive No. Drive Number Identified by the iBMC
0 0
1 1
2 2
3 3
4 4
5 5
6 6
7 7
44 44
45 45
46 46
47 47

®  Drive slot numbers of 8 x 2.5" drive pass-through configuration 2 and 8 x 2.5" drive
pass-through configuration 3 in Table 2-9
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Figure 2-37 Drive slot numbers

of BN H-Re)
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Table 2-11 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
Card
0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
44 44 -
45 45 -
46 46 -
47 47 -

®  Drive slot numbers of 8 x 2.5" drive pass-through + 11 x PCle card configuration 1 and 8
x 2.5" drive + 4 x GPU configuration 1 in Table 2-9
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Figure 2-38 Drive slot numbers
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Table 2-12 Drive slot numbers

Drive No. Drive Number Identified by the iBMC
0 0
1 1
2 2
3 3
4 4
5 5
6 6
7 7

®  Drive slot numbers of 8 x 2.5" drive pass-through + 11 x PCle card configuration 2, 8 x
2.5" drive pass-through + 11 x PCle card configuration 3, and 8 x 2.5" drive + 4 x GPU
configuration 2 in Table 2-9

Figure 2-39 Drive slot numbers
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Table 2-13 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
Card
0 0 0
1 1 1
2 2 2
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
Card
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7

Drive configuration

Table 2-14 Drive configuration

2.1.5.1.212 x 2.5" Drive Pass-through Configuration

Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
12 x2.5" drive | ® Frontdrive: | - - e SATA
pass-through 12 x 2.5" drive: PCH
configuration 1 _ Slots O to e NVMe
(4 xSATA +8 3 support drive: CPU
X NVMG) only
SATA
drives.
- Slots 4 to
11
support
only
NVMe
drives?.
12 x 2.5" drive | ® Frontdrive: | - - e SAS/SATA
pass-through 12x2.5" drive: 1 x
configuration 2 _ Slots 0 to screw-in
4x 3 support RAID
SAS/SATA + 8 only controller
X NVMC) SAS/SAT card
A drives. e NVMe
— Slots 4 to drive: CPU
11
support
only
NVMe
drives?.
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
12x2.5"drive | ® Frontdrive: | - - e SAS/SATA
pass-through 12x2.5" drive: 1 x
configuration 3 _ Slots 0 to PCle RAID
4x 3 support controller
SAS/SATA + 8 onl card
y
x NVMe) SAS/SAT e NVMe
A drives. drive: CPU
- Slots 4 to
11
support
only
NVMe
drives?.
12x2.5"drive | ® Frontdrive: | - - e SATA
(4xSATA +8 12x2.5" drive: PCH
x NVMe) + 4 x ~ Slots 0 to e NVMe
GP U . 3 support drive: CPU
configuration 1 only
SATA
drives.
- Slots 4 to
11
support
only
NVMe
drives®.
12x2.5" drive | ® Frontdrive: | - - e SAS/SATA
“4x 12x2.5" drive: 1 x
SAS/SATA + 8 _ Slots O to screw-in
x NVMe) + 4 x 3 support RAID
GPU only controller
configuration 2 SAS/SAT card
A drives. e NVMe
_ Slots 4 to drive: CPU
11
support
only
NVMe
drives?.

Contact your local sales representative or see "Search Parts" in the Compatibility Checker
to determine the components to be used.
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Drive slot numbers

®  Drive slot numbers of 12 x 2.5" drive pass-through configuration 1 (4 x SATA + 8 x
NVMe) and 12 x 2.5" drive (4 x SATA + 8 x NVMe) + 4 x GPU configuration 1 in Table
2-14.

Figure 2-40 Drive slot numbers

EIIEHIEIEEEI

Table 2-15 Drive slot numbers

Drive No. Drive Number Identified by the iBMC
0 0
1 1
2 2
3 3
4 4
5 5
6 6
7 7
8 8
9 9
10 10
11 11

®  Drive slot numbers of 12 x 2.5" drive pass-through configuration 2 (4 x SAS/SATA + 8 x
NVMe), 12 x 2.5" drive pass-through configuration 3 (4 x SAS/SATA + 8 x NVMe), and
12 x 2.5" drive (4 x SAS/SATA + 8 x NVMe) + 4 x GPU configuration 2 in Table 2-14.

Figure 2-41 Drive slot numbers

EIIEHIEIEEEI
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Table 2-16 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
1 1 1
2 2 2
3 3 3
4 4 -
5 5 -
6 6 -
7 -
8 8 -
9 9 -
10 10 -
11 11 -

2.1.5.1.312 x 3.5" Drive Pass-through Configuration

Drive configuration

Table 2-17 Drive configuration

Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
12 x3.5" drive | ® Frontdrive: | ® I/O module | - e SATA
pass-through 12x3.5" 3:4x25" drive: PCH
configuration 1 ~ Slots 0 to ~ Slots 44 e NVMe
11 to 47 drive: CPU
support support
only only
SATA NVMe
drives. drives®.
12x3.5"drive | ® Frontdrive: | ® I/O module | - e SAS/SATA
pass-through 12 x 3.5" 1:2x2.5"2 drive: 1 x
configuration 2 _ Slots 0 to x 3.5" screw-in
11 ~ Slots 40 RAID
support and 41 controller
only support card
SAS/SAT only e NVMe
SAS/SAT
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Configuration

Front Drive

Rear Drive

Built-in Drive

Drive
Management
Mode

A drives.

A drives.

¢ /O module
2:2x3.5"

- Slots 42
and 43
support
only
SAS/SAT
A drives.

¢ /O module
3:4x2.5"

- Slots 44
to 47
support
only
NVMe
drives?.

drive: CPU

12 x 3.5" drive
pass-through
configuration 3

e Front drive:
12x3.5"

- Slots 0 to
11
support
only
SAS/SAT
A drives.

® ]/O module
1:2x2.5"

- Slots 40
and 41
support
only
SAS/SAT
A drives.

¢ /O module
2:2x25"2
x 3.5"

- Slots 42
and 43
support
only
SAS/SAT
A drives.

® ]/O module
3:4x2.5"

- Slots 44
to 47
support
only
NVMe
drives®.

e SAS/SATA
drive: 1 x
PCle RAID
controller
card

e NVMe
drive: CPU

12 x 3.5" drive
pass-through
configuration 4

e Front drive:
12x3.5"

- Slots 0 to
11

® ]/O module
2:2x3.5"

- Slots 42
and 43

e SAS/SATA
drive: 1 x
screw-in
RAID
controller
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
support support card
only only e NVMe
SAS/SAT SAS/SAT drive: CPU
A drives. A drives.
¢ J/O module
3:4x2.5"
- Slots 44
to 47
support
only
NVMe
drives?.
12x3.5"drive | ® Frontdrive: | ® I/O module - e SAS/SATA
pass-through 12 x 3.5" 1:2x2.5" drive: 1 x
configuration 5 _ Slots 0 to _ Slots 40 screw-in
controller support support controller
cards) only only card + 1 x
SAS/SAT SAS/SAT PCle RAID
A drives. A drives. controller
card
® /O module
3:4x2.5" - One )
screw-in
- SlOtS 44 R AID
to 47 controlle
support t card
only manages
NVMe the
drives®. drives in
Slots 40
to41.
- One
PCle
RAID
controlle
r card
manages
the
drives in
Slots 0 to
11.
e NVMe
drive: CPU
12x3.5"drive | ® Frontdrive: | ® I/O module - e SAS/SATA
pass-through 12 x 3.5" 2:2x3.5" drive: 1 x
configuration 6 _ Slots 0 to _ Slots 42 screw-in
controller support support controller
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
cards) only only card + 1 x
SAS/SAT SAS/SAT PCle RAID
A drives. A drives. controller
e /O module card
3:4x2.5" - One
- Slots 44 screw-in
to 47 RAID
support controlle
only r card
NVMe manages
drives®. th? )
drives in
Slots 0 to
11.
- One
PCle
RAID
controlle
r card
manages
the
drives in
Slots 42
to 43.
e NVMe
drive: CPU
12x3.5"drive | ® Frontdrive: | ® I/O module - e SATA
pass-through 12 x 3.5" 3:4x25" drive: PCH
configuration 1 - Slots 0 to - Slots 44 e NVMe
(4 x NVMe) 7 support to 47 drive: CPU
only support
SATA only
drives. NVMe
- Slots 8 to drives®.
11
support
only
SATA/N
VMe
drives.
12x3.5"drive | ® Frontdrive: | ® I/O module - e SAS/SATA
pass-through 12 x 3.5" 1:2x2.5"2 drive: 1 x
configuration 2 _ Slots 0 to x 3.5" screw-in
(4 x NVMe) 7 support — Slots 40 RAID
Ol’lly and 41 controller
SAS/SAT support card
A drives. only e NVMe
SAS/SAT
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
- Slots 8 to A drives. drive: CPU
1 ® [/O module
support 2:2x3.5"
SAS/SAT
A/NVMe - Slots 42
drives. and 43
support
only
SAS/SAT
A drives.
® /O module
3:4x25"
- Slots 44
to 47
support
only
NVMe
drives®.
12x3.5"drive | ® Frontdrive: | ® I/O module | - e SAS/SATA
pass-through 12 x 3.5" 1:2x2.5" drive: 1 x
configuration 3 _ Slots O to _ Slots 40 PCIe RAID
(4 x NVMe) 7 support and 41 controller
only support card
SAS/SAT only * NVMe
A drives. SAS/SAT drive: CPU
_ Slots 8 to A drives.
11 ¢ J/O module
support 2:2x2.5"2
SAS/SAT x 3.5"
ANVMe | _ glots 42
drives. and 43
support
only
SAS/SAT
A drives.
® [/O module
3:4x2.5"
- Slots 44
to 47
support
only
NVMe
drives?.

® a: The server with CPU 2 supports NVMe drives, but the server with a single CPU does
not support NVMe drives.

® Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.
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Drive slot numbers

®  Drive slot numbers of 12 x 3.5" drive pass-through configuration 1 in Table 2-17

Figure 2-42 Drive slot numbers

Table 2-18 Drive slot numbers

Drive No. Drive Number Identified by the iBMC
0 0
1 1
2 2
3 3
4 4
5 5
6 6
7 7
8 8
9 9
10 10
11 11
44 44
45 45
46 46
47 47
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®  Drive slot numbers of 12 x 3.5" drive pass-through configuration 2 in Table 2-17

Figure 2-43 Drive slot numbers (3.5" drives in /O module 1 and I/O module 2)
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Table 2-19 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

8 8 8

9 9 9

10 10 10

11 11 11

40 40 12

41 41 13

42 42 14

43 43 15

44 44 -

45 45 -

46 46 -

47 47 -

®  Drive slot numbers of 12 x 3.5" drive pass-through configuration 3 in Table 2-17

Figure 2-45 Drive slot numbers (2.5" drives in I/O module 1 and 3.5" drives in I/O module

2)
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Figure 2-46 Drive slot numbers (2.5" drives in /O module 1 and I/O module 2)
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Table 2-20 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0

1 1 1

2 2 2

3 3 3

4 4 4

5 5 5

6 6 6

7 7 7

8 8 8

9 9 9

10 10 10

11 11 11

40 40 12

41 41 13

42 42 14

43 43 15

44 44 -

45 45 -

46 46 -

47 47 -
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®  Drive slot numbers of 12 x 3.5" drive pass-through configuration 4 in Table 2-17

Figure 2-47 Drive slot numbers

Table 2-21 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0

1 1 1

2 2 2

3 3 3

4 4 4

5 5 5

6 6 6

7 7 7

8 8 8

9 9 9

10 10 10

11 11 11

42 42 12

43 43 13

44 44 -

45 45 -

46 46 -

47 47 -

2022-08-12 67




FusionServer 2288H V6 Server
User Guide

2 Hardware Description

®  Drive slot numbers of 12 x 3.5" drive pass-through configuration 5 (dual RAID
controller cards) in Table 2-17

Figure 2-48 Drive slot numbers

Table 2-22 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0

1 1 1

2 2 2

3 3 3

4 4 4

5 5 5

6 6 6

7 7 7

8 8 8

9 9 9

10 10 10

11 11 11

40 40 0

41 41 1

44 44 -

45 45 -

46 46 -
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
47 47 B

®  Drive slot numbers of 12 x 3.5" drive pass-through configuration 6 (dual RAID
controller cards) in Table 2-17

Figure 2-49 Drive slot numbers
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Table 2-23 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0

1 1 1

2 2 2

3 3 3

4 4 4

5 5 5

6 6 6

7 7 7

8 8 8

9 9 9

10 10 10

11 11 11

42 42 0

43 43 1
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
44 44 -
45 45 -
46 46 -
47 47 -

®  Drive slot numbers of 12 x 3.5" drive pass-through configuration 1 (4 x NVMe) in Table
2-17

Figure 2-50 Drive slot numbers

Table 2-24 Drive slot numbers

Drive No. Drive Number Identified by the iBMC

0 0

—

1

2

N

C || I | N |n || W[
N (N | WD

—_
(=)

10

—
—

11

2022-08-12 70



FusionServer 2288H V6 Server

User Guide

2 Hardware Description

Drive No. Drive Number Identified by the iBMC
44 44
45 45
46 46
47 47

®  Drive slot numbers of 12 x 3.5" drive pass-through configuration 2 (4 x NVMe) in Table
2-17

Figure 2-51 Drive slot numbers (3.5" drives in I/O module 1 and I/O module 2)

2)

Table 2-25 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

1 1 1

2 2 2

3 3 3

4 4 4

5 5 5

6 6 6

7 7

8 8 8N0te

9 9 gNote

10 10 1QNote

11 11 ] [Note

40 40 12

41 41 13

42 42 14

43 43 15

44 44 -

45 45 -

46 46 -

47 47 _

Note: If the slot is configured with a SAS/SATA drive, the RAID controller card can

manage the drive and allocate a number to the drive.

®  Drive slot numbers of 12 x 3.5" drive pass-through configuration 3 (4 x NVMe) in Table

2-17
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Figure 2-53 Drive slot numbers (2.5" drives in I/O module 1 and 3.5" drives in I/O module
2)
Table 2-26 Drive slot numbers
Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7
8 8 8N0te
9 9 9Nole
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

10 10 1QNote

11 11 [ [Note

40 40 12

41 41 13

42 42 14

43 43 15

44 44 -

45 45 B,

46 46 ,

47 47 -

Note: If the slot is configured with a SAS/SATA drive, the RAID controller card can
manage the drive and allocate a number to the drive.

2.1.5.1.412 x 3.5" Drive EXP Configuration

Drive configuration

Table 2-27 Drive configuration

Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
12 x 3.5" drive e Frontdrive: | ® I/O module ® Built-in e SAS/SATA
EXP 12x3.5" 1:2x2.5"2 drive: 4 x drive: 1 x
configuration 1 _ Slots 0 to x 3.5" 3.5" screw-in
1 ~ Slots 40 ~ Slots 36 RAID
support and 41 to 39 controller
only support support card
SAS/SAT only only e NVMe
A drives. SAS/SAT SAS/SAT drive: CPU
A drives. A drives.
¢ /O module
2:2x3.5"
- Slots 42
and 43
support
only
SAS/SAT
A drives.
® /O module
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Configuration

Front Drive

Rear Drive

Built-in Drive

Drive
Management
Mode

3:4x2.5"

- Slots 44
to 47
support
SAS/SAT
A/NVMe
drives®.

12 x 3.5" drive
EXP
configuration 2

e Front drive:
12x3.5"

- Slots 0 to
11
support
only
SAS/SAT
A drives.

® ]/O module
1:2x2.5"

- Slots 40
and 41
support
only
SAS/SAT
A drives.

¢ ]J/O module
2:2x25"2
x 3.5"

- Slots 42
and 43
support
only
SAS/SAT
A drives.

¢ /O module
3:4x2.5"

- Slots 44
to 47
support
SAS/SAT
A/NVMe
drives?.

® Built-in
drive: 4 x
3.5"

- Slots 36
to 39
support
only
SAS/SAT
A drives.

e SAS/SATA
drive: 1 x
PCle RAID
controller
card

e NVMe
drive: CPU

12 x 3.5" drive
EXP
configuration 3

e Front drive:
12 x 3.5"

- Slots 0 to
11
support
only
SAS/SAT
A drives.

¢ ]J/O module
1:2x2.5"/2
x 3.5"

- Slots 40
and 41
support
only
SAS/SAT
A drives.

® ]/O module
2:2x2.5"2
x 3.5"

- Slots 42
and 43
support

e SAS/SATA
drive: 1 x
screw-in
RAID
controller
card

e NVMe
drive: CPU
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Configuration

Front Drive

Rear Drive

Built-in Drive

Drive
Management
Mode

only
SAS/SAT
A drives.

® ]/O module
3:4x2.5"

- Slots 44
to 47
support
only
NVMe
drives®.

12 x 3.5" drive
EXP
configuration 4

e Front drive:
12 x 3.5"

- Slots 0 to
11
support
only
SAS/SAT
A drives.

¢ ]J/O module
1:2x2.5"

- Slots 40
and 41
support
only
SAS/SAT
A drives.

¢ ]J/O module
2:2x25"2
x 3.5"

- Slots 42
and 43
support
only
SAS/SAT
A drives.

¢ J/O module
3:4x2.5"

- Slots 44
to 47
support
only
NVMe
drives?.

e SAS/SATA
drive: 1 x
PCle RAID
controller
card

e NVMe
drive: CPU

12 x 3.5" drive
EXP
configuration 5
(dual RAID
controller
cards)

e Front drive:
12x3.5"

- Slots 0 to
11
support
only
SAS/SAT
A drives.

® J/O module
1: 2x2.5"

- Slots 40
and 41
support
only
SAS/SAT
A drives.

® J/O module
3:4x2.5"

e SAS/SATA
drive: 1 x
screw-in
RAID
controller
card + 1 x
PCle RAID
controller
card

- One
screw-in
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
- Slots 44 RAID
to 47 controlle
support r card
only manages
NVMe the
drives®. drives in
Slots 40
to 41.
- One
PCle
RAID
controlle
r card
manages
the
drives in
Slots 0 to
11.
e NVMe
drive: CPU
12x3.5"drive | ® Frontdrive: | ® I/O module | - e SAS/SATA
EXP 12x3.5" 1:2x2.5" drive: 1 x
configuration 6 _ Slots 0 to _ Slots 40 PCle RAID
11 and 41 controller
support support card
only only e NVMe
SAS/SAT SAS/SAT drive: CPU
A drives. A drives.
¢ J/O module
2:2x2.5"2
x 3.5"
- Slots 42
and 43
support
only
SAS/SAT
A drives.
® ]/O module
3:4x2.5"
- Slots 44
to 47
support
only
NVMe
drives?.

¢ a: The server with CPU 2 supports NVMe drives, but the server with a single CPU does
not support NVMe drives.
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode

* Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

Drive slot numbers
®  Drive slot numbers of 12 x 3.5" drive EXP configuration 1 in Table 2-27

Figure 2-55 Drive slot numbers (3.5" drives in /O module 1 and I/O module 2)
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Figure 2-56 Drive slot numbers (2.5" drives in I/O module 1 and 3.5" drives in I/O module
2)

Table 2-28 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
8 8 8
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
9 9 9
10 10 10
11 11 11
36 36 8
37 37 9
38 38 10
39 39 11
40 40 12
41 41 13
42 42 14
43 43 15
44 44 ] 2Note
45 45 ] 3Note
46 46 [4Note
47 47 15Note
® Note: If the slot is configured with a SAS/SATA drive, the RAID controller card can
manage the drive and allocate a number to the drive.
e If duplicate drive slot numbers are displayed on a RAID controller card, you are advised
to locate the drive based on the EID.
®  Drive slot numbers of 12 x 3.5" drive EXP configuration 2 in Table 2-27
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Figure 2-57 Drive slot numbers (2.5" drives in I/O module 1 and 3.5" drives in I/O module
2)
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Figure 2-58 Drive slot numbers (2.5" drives in I/O module 1 and I/O module 2)

Table 2-29 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
8 8 8
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

9 9 9

10 10 10

11 11 11

36 36 8

37 37 9

38 38 10

39 39 11

40 40 12

41 41 13

42 42 14

43 43 15

44 44 ] 2Note

45 45 ] 3Note

46 46 [4Note

47 47 15Note

® Note: If the slot is configured with a SAS/SATA drive, the RAID controller card can
manage the drive and allocate a number to the drive.

e If duplicate drive slot numbers are displayed on a RAID controller card, you are advised
to locate the drive based on the EID.
Drive slot numbers of 12 x 3.5" drive EXP configuration 3 in Table 2-27
Figure 2-59 Drive slot numbers (3.5" drives in I/O module 1 and I/O module 2)
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Figure 2-60 Drive slot numbers (2.5" drives in I/O module 1 and I/O module 2)

Table 2-30 Drive slot numbers

Drive No.

Drive Number Identified
by the iBMC

Drive Number Identified
by the RAID Controller
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7
8 8 8
9 9 9
10 10 10
11 11 11
40 40 12
41 41 13
42 42 14
43 43 15
44 44 -
45 45 -
46 46 -
47 47 -

Drive slot numbers of 12 x 3.5" drive EXP configuration 4 in Table 2-27
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Figure 2-63 Drive slot numbers (2.5" drives in /O module 1 and I/O module 2)
Table 2-31 Drive slot numbers
Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
8 8 8
9 9
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
10 10 10
11 11 11
40 40 12
41 41 13
42 42 14
43 43 15
44 44 -
45 45 -
46 46 -
47 47 -

®  Drive slot numbers of 12 x 3.5" drive EXP configuration 5 (dual RAID controller cards)

in Table 2-27

Figure 2-65 Drive slot numbers

Table 2-32 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
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Figure 2-66 Drive slot numbers (2.5" drives in /O module 1 and I/O module 2)

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

5 5

6 6 6

7 7 7

8 8 8

9 9 9

10 10 10

11 11 11

40 40 0

41 41 1

44 44 -

45 45 B,

46 46 B,

47 47 ,

®  Drive slot numbers of 12 x 3.5" drive EXP configuration 6 in Table 2-27
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Figure 2-67 Drive slot numbers (2.5" drives in I/O module 1 and 3.5" drives in I/O module

2)
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Table 2-33 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0

1 1 1

2 2 2

3 3 3

4 4 4

5 5 5

6 6 6

7 7 7

8 8 8

9 9 9

10 10 10

11 11 11

40 40 12

41 41 13

42 42 14

43 43 15

44 44 -

45 45 -

46 46 -
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
47 47 _

2.1.5.1.5 20 x 2.5" Drive Pass-through Configuration

Drive configuration

Table 2-34 Drive configuration

Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
20 x 2.5" drive | ® Frontdrive: | - - e SATA
pass-through 20x 2.5" drive: PCH
configuration 1 _ Slots 0 to e NVMe
(4 xSATA + 16 3 support drive: CPU
X NVMG) only
SATA
drives.
- Slots 4 to
11 and
slots 16
to 23
support
only
NVMe
drives.
20x 2.5"drive | ® Frontdrive: | ® I/O module | - e SAS/SATA
pass-through 20x2.5" 3:4x2.5" drive: 1 x
configuration 2 _ Slots 0 to _ Slots 44 screw-in
(4 x 3 support to 47 RAID
SAS/SATA + only support controller
16 x NVMC) SAS/SAT only card
A drives. SAS/SAT ¢ NVMe
_ Slots 4 to A drives. drive: CPU
11 and
slots 16
to 23
support
only
NVMe
drives.
20x 2.5"drive | ® Frontdrive: | ® I/O module - e SAS/SATA
pass-through 20x 2.5" 3:4x2.5" drive: 1 x
configuration 3 _ Slots 0 to _ Slots 44 PCle RAID
4x 3 support to 47 controller
SAS/SATA +
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
16 x NVMe) only support card
SAS/SAT only e NVMe
A drives. SAS/SAT drive: CPU
- Slots 4 to A drives.
11 and
slots 16
to 23
support
only
NVMe
drives.

Contact your local sales representative or see "Search Parts" in the Compatibility Checker

to determine the components to be used.

Drive slot numbers

®  Drive slot numbers of 20 x 2.5" drive pass-through configuration 1 (4 x SATA + 16 x
NVMe) in Table 2-34

Figure 2-68 Drive slot numbers

Table 2-35 Drive slot numbers

COGE0RoEOOED

DOCEDEAE

Drive No. Drive Number Identified by the iBMC
0 0
1 1
2 2
3 3
4 4
5 5
6 6
7 7
8 8
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Drive No. Drive Number Identified by the iBMC
9 9
10 10
11 11
16 16
17 17
18 18
19 19
20 20
21 21
22 22
23 23

®  Drive slot numbers of 20 x 2.5" drive pass-through configuration 2 (4 x SAS/SATA + 16
x NVMe) and 20 x 2.5" drive pass-through configuration 3 (4 x SAS/SATA + 16 x
NVMe) in Table 2-34.

Figure 2-69 Drive slot numbers
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Table 2-36 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0

1 1 1

2 2 2
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
3 3 3
4 4 -
5 5 -
6 6 -
7 7 -
8 8 -
9 9 -
10 10 -
11 11 -
16 16 -
17 17 -
18 18 -
19 19 -
20 20 -
21 21 -
22 22 -
23 23 -
44 44 4
45 45 5
46 46 6
47 47 7

2.1.5.1.6 24 x 2.5" Drive Configuration

Drive configuration

Table 2-37 Drive configuration

Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode

24 x2.5" drive | ® Frontdrive: | - - e SATA

NVMe 24 x2.5" drive: PCH

configuration 1 _ Slots 0 to e NVMe
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
3 support drive: CPU
only
SATA/N
VMe
drives.
- Slots 4 to
23
support
only
NVMe
drives.
24 x2.5"drive | ® Frontdrive: | ® I/O module - o SAS/SATA
NVMe 24 x 2.5" 3:4x2.5" drive: 1 x
configuration 2 _ Slots 0 to _ Slots 44 screw-in
3 support to 47 RAID
SAS/SAT support controller
A/NVMe only card
drives. SAS/SAT e NVMe
_ Slots 4 to A drives. drive: CPU
23
support
only
NVMe
drives.
24 x 2.5" drive e Front drive: | - - e SATA
NVMe 24 x2.5" drive: PCH
configuration 3 _ Slots O to e NVMe
3 support drive: CPU
only
SATA/N
VMe
drives.
- Slots 4 to
23
support
only
NVMe
drives.
24 x 2.5" drive ® Frontdrive: | ® I/O module - e SAS/SATA
NVMe 24 x2.5" 3:4x2.5" drive: 1 x
configuration 4 _ Slots 0 to _ Slots 44 screw-in
3 support to 47 RAID
SAS/SAT support controller
A/NVMe only card
drives. SAS/SAT ¢ NVMe
_ Slots 4 to A drives. drive: CPU
23
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
support
only
NVMe
drives.
24 x 2.5" drive ® Frontdrive: | ® I/O module - e SAS/SATA
NVMe 24 x2.5" 3:4x2.5" drive: 1 x
configuration 5 _ Slots 0 to _ Slots 44 PCle RAID
3 support to 47 controller
SAS/SAT support card
A/NVMe only e NVMe
drives. SAS/SAT drive: CPU
— Slots 4 to A drives.
23
support
only
NVMe
drives.
24 x2.5"drive | ® Frontdrive: | ® I/O module - o SAS/SATA
pass-through 24x2.5" 3:4x25" drive: 1 x
configuration _ Slots 0 to _ Slots 44 screw-in
(three RAID 23 to 47 RAID
controller controller
cord) suppor suppor cord +2 %
SAS/SAT NVMe PCle RAID
A drives. drives. controller
cards?®
- One
screw-in
RAID
controlle
r card
manages
drives in
Slots 0 to
7.
- One
PCle
RAID
controlle
r card
manages
drives in
Slots 8 to
15.
- One
PCle
RAID
controlle
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
r card
manages
drives in
Slots 16
to 23.
e NVMe
drive: CPU
® a: The model of the screw-in RAID controller card must be the same as that of the PCle
RAID controller card.
® Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

Drive slot numbers
®  Drive slot numbers of 24 x 2.5" NVMe configuration 1 in Table 2-37

Figure 2-70 Drive slot numbers

 DNEEOECOODEENECEEDEEEEEEE

Table 2-38 Drive slot numbers

Drive No. Drive Number Identified by the iBMC
0 0
1 1
2 2
3 3
4 4
5 5
6 6
7 7
8 8
9 9
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Drive No. Drive Number Identified by the iBMC
10 10
11 11
12 12
13 13
14 14
15 15
16 16
17 17
18 18
19 19
20 20
21 21
22 22
23 23

®  Drive slot numbers of 24 x 2.5" NVMe configuration 2 in Table 2-37

Figure 2-71 Drive slot numbers
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Table 2-39 Drive slot numbers
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
O 0 ONote
1 1 lNote
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
2 2 2Note
3 3 3Note
4 4 -
5 5 -
6 6 -
7 7 -
8 8 -
9 9 -
10 10 -
11 11 -
12 12 -
13 13 -
14 14 -
15 15 -
16 16 -
17 17 -
18 18 -
19 19 -
20 20 -
21 21 -
22 22 -
23 23 -
44 44 4
45 45 5
46 46 6
47 47 7
Note: If the slot is configured with a SAS/SATA drive, the RAID controller card can
manage the drive and allocate a number to the drive.
®  Drive slot numbers of 24 x 2.5" NVMe configuration 3 in Table 2-37
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Figure 2-72 Drive slot numbers
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Table 2-40 Drive slot numbers

Drive No. Drive Number Identified by the iBMC
0 0
1 1
2 2
3 3
4 4
5 5
6 6
7 7
8 8
9 9
10 10
11 11
12 12
13 13
14 14
15 15
16 16
17 17
18 18
19 19
20 20
21 21
22 22
23 23
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Drive No. Drive Number Identified by the iBMC
44 44
45 45
46 46
47 47

®  Drive slot numbers of 24 x 2.5" NVMe configuration 4 and 24 x 2.5" NVMe
configuration 5 in Table 2-37

Figure 2-73 Drive slot numbers
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Table 2-41 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
1 1 1
2 2 2
3 3 3
4 4 -
5 5 -
6 6 -
7 7 -
8 8 -
9 9 ;
10 10 -
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

11 11 -

12 12 -

13 13 -

14 14 -

15 15 -

16 16 -

17 17 -

18 18 -

19 19 -

20 20 -

21 21 -

22 22 -

23 23

44 44 4

45 45 5

46 46 6

47 47 7

Note: If the slot is configured with a SAS/SATA drive, the RAID controller card can
manage the drive and allocate a number to the drive.

Drive slot numbers of 24 x 2.5" drive pass-through configuration (three RAID controller

cards) in Table 2-37
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Figure 2-74 Drive slot numbers
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Table 2-42 Drive slot numbers
Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
8 8 0
9 9 1
10 10 2
11 11 3
12 12 4
13 13 5
14 14 6
15 15 7
16 16 0
17 17 1
18 18 2
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
19 19 3
20 20 4
21 21 5
22 22 6
23 23 7
44 44 -
45 45 -
46 46 -
47 47 -

2.1.5.1.7 25 x 2.5" Drive EXP Configuration

Drive configuration

Table 2-43 Drive configuration

Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
25x2.5"drive | ® Frontdrive: |® I/O module | - e SAS/SATA
EXP 25x2.5" 1:2x2.5"2 drive: 1 x
configuration 1 _ Slots 0 to x 3.5" screw-in
24 ~ Slots 40 RAID
support and 41 controller
only support card
SAS/SAT only e NVMe
A drives. SAS/SAT drive: CPU
A drives.
¢ J/O module
3:4x2.5"
- Slots 44
to 47
support
only
NVMe
drives?.
25x2.5"drive | ® Frontdrive: |® I/O module | - e SAS/SATA
EXP 25x2.5" 1:2x2.5" drive: 1 x
configuration 2 _ Slots 0 to _ Slots 40 PCle RAID
24 and 41 controller
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
support support card
only only e NVMe
SAS{SAT SAS/SAT drive: CPU
A drives. A drives.
¢ ]J/O module
3:4x2.5"
- Slots 44
to 47
support
only
NVMe
drives®.
25 x 2.5" drive e Frontdrive: | ® I/O module - e SAS/SATA
EXP 25x2.5" 1:2x2.5"2 drive: 1 x
configuration 3 _ Slots 0 to x 3.5" screw-in
24 ~ Slots 40 RAID
support and 41 controller
only support card
SAS/SAT only e NVMe
A drives. SAS/SAT drive: CPU
A drives.
® ]/O module
3:4x2.5"
- Slots 44
to 47
support
SAS/SAT
A/NVMe
drives?.
25x2.5"drive | ® Frontdrive: | ® I/O module - e SAS/SATA
EXP 25x2.5" 1: 2x2.5" drive: 1 x
configuration 4 ~ Slots 0 to _ Slots 40 PCle RAID
24 and 41 controller
support support card
only only e NVMe
SAS/SAT SAS/SAT drive: CPU
A drives. A drives.
® ]/O module
3:4x2.5"
- Slots 44
to 47
support
SAS/SAT
A/NVMe
drives?.
25 x 2.5" drive e Frontdrive: | ® I1/O module - e SAS/SATA
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
EXP 25x2.5" 1: 2x2.5" drive: 1 x
configuration 5 _ Slots 0 to _ Slots 40 screw-in
controller support support controller
cards) only only card + 1 x
SAS/SAT SAS/SAT PCle RAID
A drives. A drives. controller
card
® ]/O module
3:4x2.5" - One
screw-in
- Slots 44 RAID
to 47 controlle
support t card
only manages
NVMe the
drives®. drives in
Slots 40
to41.
- One
PCle
RAID
controlle
r card
manages
the
drives in
Slots 0 to
24,
e NVMe
drive: CPU

® a: The server with CPU 2 supports NVMe drives, but the server with a single CPU does
not support NVMe drives.

* Contact your local sales representative or see "Search Parts" in the Compatibility

Checker to determine the components to be used.

Drive slot numbers
®  Drive slot numbers of 25 x 2.5" drive EXP configuration 1 in Table 2-43
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Figure 2-75 Drive slot numbers (2.5" drives in I/O module 1)
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Figure 2-76 Drive slot numbers (3.5" drives in /O module 1)
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Table 2-44 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0

—
—_
—_

O | 0 | Q||| B~ WwW [
O [0 | I ||| B | W[
O [0 | I ||| B | W[
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

10 10 10
11 11 11
12 12 12
13 13 13
14 14 14
15 15 15
16 16 16
17 17 17
18 18 18
19 19 19
20 20 20
21 21 21
22 22 22
23 23 23
24 24 24
40 40 25
41 41 26
44 44 -
45 45 -
46 46 -
47 47 -

Drive slot numbers of 25 x 2.5" drive EXP configuration 2 in Table 2-43
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Figure 2-77 Drive slot numbers (2.5" drives in I/O module 1)

 DNEEOREEDEENEEEE DEEEEEEEE

Table 2-45 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7
8 8 8
9 9 9
10 10 10
11 11 11
12 12 12
13 13 13
14 14 14
15 15 15
16 16 16
17 17 17
18 18 18
19 19 19
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
20 20 20
21 21 21
22 22 22
23 23 23
24 24 24
40 40 25
41 41 26
44 44 -
45 45 -
46 46 -
47 47 -

®  Drive slot numbers of 25 x 2.5" drive EXP configuration 3 in Table 2-43

Figure 2-78 Drive slot numbers (2.5" drives in I/O module 1)
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Figure 2-79 Drive slot numbers (3.5" drives in I/O module 1)
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Table 2-46 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
8 8 8
9 9 9
10 10 10
11 11 11
12 12 12
13 13 13
14 14 14
15 15 15
16 16 16
17 17 17
18 18 18
19 19 19
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

20 20 20

21 21 21

22 22 22

23 23 23

24 24 24

40 40 25

41 41 26

44 44 gNote

45 45 gNote

46 46 1QNote

47 47 11 Note

® Note: If the slot is configured with a SAS/SATA drive, the RAID controller card can
manage the drive and allocate a number to the drive.

® If duplicate drive slot numbers are displayed on a RAID controller card, you are advised
to locate the drive based on the EID.

®  Drive slot numbers of 25 x 2.5" drive EXP configuration 4 in Table 2-43

Figure 2-80 Drive slot numbers (2.5" drives in I/O module 1)
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Table 2-47 Drive slot numbers

: ——/l.=--.=====-l.ll EEEEE IT

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

1 1 1

2 2 2

3 3 3

4 4 4

5 5 5

6 6 6

7 7 7

8 8 8

9 9 9

10 10 10

11 11 11

12 12 12

13 13 13

14 14 14

15 15 15

16 16 16

17 17 17

18 18 18

19 19 19

20 20 20

21 21 21

22 22 22

23 23 23

24 24 24

40 40 25

41 41 26

44 44 gNote

45 45 gNote

46 46 1QNote

47 47 11Note
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Drive No.

Drive Number Identified
by the iBMC

Drive Number Identified
by the RAID Controller

® Note: If the slot is configured with a SAS/SATA drive, the RAID controller card can
manage the drive and allocate a number to the drive.

® If duplicate drive slot numbers are displayed on a RAID controller card, you are advised
to locate the drive based on the EID.

®  Drive slot numbers of 25 x 2.5" drive EXP configuration 5 (dual RAID controller cards)
in Table 2-43

Figure 2-81 Drive slot numbers

EIIIEIEE

Table 2-48 Drive slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
8 8 8
9 9 9
10 10 10
11 11 11
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2.1.5.2 Drive Indicators

SAS/SATA Drive Indicators

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

12 12 12
13 13 13
14 14 14
15 15 15
16 16 16
17 17 17
18 18 18
19 19 19
20 20 20
21 21 21
22 22 22
23 23 23
24 24 24
40 40 0
41 41 1
44 44 -
45 45 -
46 46 -
47 47 -

Figure 2-82 SAS/SATA drive indicators

Drive fault indicator

Drive activity indicator
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Table 2-49 SAS/SATA drive indicators

Activity Indicator | Fault Indicator Description

(Green) (Yellow)

Off Off The drive is not in position.

Steady on Off The drive is detected.

Blinking at 4 Hz Off Data is being read or written properly, or
data on the primary drive is being rebuilt.

Steady on Blinking at 1 Hz The drive is being located.

Blinking at 1 Hz

Blinking at 1 Hz

Data on the secondary drive is being rebuilt.

Off

Steady on

A drive in a RAID array is removed.

Steady on

Steady on

The drive is faulty.

NVMe Drive Indicators

Figure 2-83 NVMe drive indicators

Drive fault indicator

Drive activity indicator

® [f the VMD function is enabled and the latest VMD driver is installed, the NVMe drives
support surprise hot swap.

Table 2-50 NVMe drive indicators (VMD enabled)

Activity Indicator | Fault Indicator Description

(Green) (Yellow)

Off Off The NVMe drive is not detected.

Steady on Off The NVMe drive is detected and operating
properly.

Blinking at 2 Hz Off Data is being read from or written to the
NVMe drive.

Off Blinking at 2 Hz The NVMe drive is being located.

Off Blinking at 8 Hz The data on the secondary NVMe drive is

being rebuilt.
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Activity Indicator | Fault Indicator Description
(Green) (Yellow)
Steady on/Off Steady on The NVMe drive is faulty.
® [f the VMD function is disabled, NVMe drives support only orderly hot swap.
Table 2-51 NVMe drive indicators (VMD disabled)
Activity Indicator | Fault Indicator Description
(Green) (Yellow)
Off Off The NVMe drive is not detected.
Steady on Off The NVMe drive is detected and operating
properly.
Blinking at 2 Hz Off Data is being read from or written to the
NVMe drive.
Off Blinking at 2 Hz The NVMe drive is being located or
hot-swapped.
Off Blinking at 0.5 Hz The NVMe drive has completed the hot
swap process and is removable.
Steady on/Off Steady on The NVMe drive is faulty.
M.2 FRU Indicators

The server supports the Avago SAS3004iMR RAID controller card, which supports two M.2

FRUs.

Figure 2-84 M.2 FRU indicators

M.2 FRU fault indicator

M.2 FRU activity indicator

Table 2-52 M.2 FRU indicators

M.2 FRU Active M.2 FRU Fault Description
Indicator (Green) Indicator (Yellow)
Off Off The M.2 FRU is not detected.
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M.2 FRU Active M.2 FRU Fault Description

Indicator (Green) Indicator (Yellow)

Steady on Off The M.2 FRU is inactive.

Blink Off The M.2 FRU is in the read/write or
synchronization state.

Steady on Blink The M.2 FRU is being located.

Blink Blink The RAID array is being rebuilt.

Off Steady on The M.2 FRU cannot be detected or
is faulty.

Steady on Steady on The M.2 FRU RAID status is
abnormal.

2.1.5.3 RAID Controller Card

The RAID controller card supports RAID configuration, RAID level migration, and drive
roaming.

®  Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

®  For details about the RAID controller card, see V6 Server RAID Controller Card User
Guide.

2.1.6 Network
2.1.6.1 OCP 3.0 Network Adapters

OCP 3.0 network adapters provide network expansion capabilities.
®  The FlexIO slot supports the OCP 3.0 network adapter, which can be configured as
required.

®  (Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

®  For details about the OCP 3.0 network adapter, see the documents of each OCP 3.0
network adapter.

2.1.7 I/O Expansion
2.1.7.1 PClIe Cards

PCle cards provide ease of expandability and connection.

®  The server with 11 standard PCle cards on the rear panel supports up to 11 standard PCle
4.0 expansion slots. Other server models support up to eight standard PCle 4.0 expansion
slots.

®  The server with four GPU cards on the rear panel supports up to five standard PCle 4.0
expansion slots (four FHFL dual-slot GPU cards and one FHHL standard PCle 4.0 card).
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Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

When IB cards are used to build an IB network, ensure that the IPoIB modes of the IB
cards at both ends of the network are the same. For details, contact technical support.

2.1.7.2 PCle Slots

PCle Slots

Server with a drive module or PRM on the rear panel

Figure 2-85 PCle slots
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- /O module 1 provides slots 1, 2, and 3. If a two-slot PCle riser module is used, slot
1 is unavailable. If a module with 2 x 2.5" drives and one PCle card is used, slots 1
and 2 are unavailable.

- I/O module 2 provides slots 4, 5, and 6. If a two-slot PCIe riser module is used, slot
4 is unavailable. If a module with 2 x 2.5" drives and one PCle card is used, slots 4
and 5 are unavailable.

- I/O module 3 provides slots 7 and 8. If a one-slot PCle riser module is used, slot 7
is unavailable.

(11 NOTE

Observe the following rules when configuring GPU cards:

e  When one to five x16 T4 GPU cards are configured:

e /O module 1 supports two HHHL PCle x16 GPU cards.

e /O module 2 supports two HHHL PCle x16 GPU cards.

e /O module 3 supports one HHHL PCle x16 GPU card (in slot 8).

e When six to eight T4 GPU cards (six x8 + two x16) are configured:

e /O module 1 supports two HHHL PCle x8 and one HHHL x16 GPU cards.
e [/O module 2 supports two HHHL PCle x8 and one HHHL x16 GPU cards.
e [/O module 3 supports two HHHL PCle x8 GPU cards.

Server with four GPU cards on the rear panel

Figure 2-86 PCle slots
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- PCle riser module 1 provides slots 2 and 3.
- PCle riser module 2 provides slots 6 and 7.

- PCle riser module 3 provides slot 9.
] NOTE

e Select this model when three or four FHFL dual-slot x16 GPU cards are required.
® GPU cards are installed in slots 2, 3, 6, and 7 in sequence.

®  Server with 11 standard PCle cards on the rear panel

Figure 2-87 PCle slots
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PCle riser module 1 provides slots 1, 2, 3,4, 5 and 6.
PCle riser module 2 provides slots 7, 8, and 9.

PCle riser module 3 provides slots 10 and 11.

PClIe Riser Modules (Applicable to the Server with a Drive Module or PCle Riser
Module on the Rear Panel)

®  PCle riser module 1 (universal)

Provides PCle slots 1, 2, and 3 when installed in I/O module 1.
Provides PCle slots 4, 5, and 6 when installed in I/O module 2.
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Figure 2-88 PCle riser module 1

Power connector

XSIot 1orslot4
o /\ Slot 2 or slot 5
Slot 3 or slot 6

®  PCle riser module 2 (for T4 GPU cards only)
- It provides PCle slots 1, 2, and 3 when being installed in I/O module 1.
- It provides PCle slots 4, 5, and 6 when being installed in /O module 2.

Figure 2-89 PCle riser module 2
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®  PCle riser module 3 (universal)
- Provides PCle slots 2 and 3 when installed in I/O module 1.
- Provides PCle slots 5 and 6 when installed in I/O module 2.

Figure 2-90 PCle riser module 3

Power connector

Slot 2 or slot 5

Slot 3 or slot 6

®  PCle riser module 4 (for T4 GPU cards only)
- Provides PClIe slots 2 and 3 when installed in I/O module 1.
- Provides PClIe slots 5 and 6 when installed in I/O module 2.
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Figure 2-91 PCle riser module 4

® 2 x2.5"drives + PCle riser module
-  Provides PCle slot 3 when installed in I/O module 1.
- Provides PCle slot 6 when installed in I/O module 2.
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Figure 2-92 2 x 2.5" drives + PCle riser module
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Slot 3 or slot 6
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®  PCle riser module 6 (applicable to the 20 x 2.5" drive pass-through configuration)
- Provides PCle slot 3 when installed in I/O module 1.
- Provides PCle slot 6 when installed in I/O module 2.

Figure 2-93 PCle riser module 6

LP Slimline D
LP Slimline C

Slot 3 or Slot 6

®  PCle riser module 7 (applicable to the 24 x 2.5" drive pass-through model 1/2)
Installed in I/O module 1 or 2.
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Figure 2-94 PCle riser module 7

LP Slimline D

LP Slimline B

LP Slimline C

LP Slimline A

®  PClIe riser module 8

It provides PCle slots 7 and 8 when being installed in I/O module 3.

Figure 2-95 PCle riser module 8

Slot 8

Power connector

LP Slimline 3
LP Slimline 4

®  PCle riser module 9
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Provides PCle slot 8 when installed in I/O module 3.

Figure 2-96 PCle riser module 9

Slot 8

Power connector

LP Slimline 3
LP Slimline 4

PClIe Riser Modules (Applicable to the Server with Four GPU Cards on the Rear
Panel)
®  PCle riser module 1 or PCle riser module 2
- PCle riser module 1 provides slots 2 and 3.

- PCle riser module 2 provides slots 6 and 7.
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Figure 2-97 PCle riser module of the GPU card

Power connector

Slot 2 or slot 6

Power connector

Slot3orslot7

®  PCle riser module 3

PCle riser module 3 provides slot 9.
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Figure 2-98 PCle riser module
LP Slimline 2

LP Slimline 1
Power connector

Slot 9

®  Adapter board 1 between layer 1 and layer 2
Installed next to CPU 1 to provide slots for PClIe riser module 1 at the upper layer.
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Figure 2-99 Adapter board 1 between layer 1 and layer 2

Power connector

®  Adapter board 2 between layer 1 and layer 2
Installed next to CPU 2 to provide slots for PClIe riser module 2 at the upper layer.

Figure 2-100 Adapter board 2 between layer 1 and layer 2

Power connector
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PCle Riser Modules (Applicable to the Server with 11 Standard PCle cards on
the Rear Panel)
®  PCle riser module 1
Provides PCle slots 1, 2, 3, 4, 5, and 6 when installed in PCle riser module 1.

Figure 2-101 PCle riser module 1

®  PCle riser module 2

Provides PCle slots 7, 8, and 9 when installed in PCle riser module 2.
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Figure 2-102 PCle riser module 2

®  PCle riser module 3

Provides PCle slots 10, and 11 when installed in PCle riser module 3.

Figure 2-103 PCle riser module 3

Slot 11

Power connector

LP Slimline 3
LP Slimline 4
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2.1.7.3 PCle Slot Description

(1 NOTE

The PCle slots mapping to a vacant CPU socket are unavailable.
Server with Drive Modules or PCIe Riser Modules on the Rear Panel

Table 2-53 PCle slot description

PCle CPU PClIe Conne | Bus Port Root Device | Slot
Slot Standa | ctor Width | No. Port (B/D/F | Size
rds Width (B/DJFE |)
)
Screw-i | CPU1 PCle x8 x8 PortOA | 16/02/0 | 17/00/0 | -
n 3.0
RAID
controll
er card
FlexIO | CPU1 PCle x16 x8 PortOC | 16/04/0 | 18/00/0 | OCP
card 1 4.0 Expans 3.0 -
jon specific
cables ations
used by
the
mainbo
ard: x8
+ x82
FlexIO | CPU2 PCle x16 x8 Port2A | C9/02/ | CA/00/ | OCP
card 2 4.0 Expans 0 0 3.0 -
ion specific
cable ations
used by
the
mainbo
ard:
x16
Slot 1 CPU1 PCle x16 e 3.5l | PortlA | 30/02/0 | 31/00/0 | FHFL
4.0 ot
PCI
e
riser
mod
ule
(PR
M):
x16
e Dl
ot
PR
M:
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PClIe
Slot

CPU

PClIe
Standa
rds

Conne
ctor
Width

Bus
Width

Port

Root
Port
)(B/D/F

Device
;B/D/F

Slot
Size

N/A

dule
with
2x
2.5"
driv
es
and
one
PCI

card

N/A

Slot 2

CPU1

PCle
4.0

x16

® 3]
ot
PR

x8

e Dl
ot
PR

x16

dule
with
2x
2.5"
driv
es
and
one
PCI

card

N/A

Port2A

4A/02/
0

4B/00/
0

FHFL

Slot 3

CPU1

PCle
4.0

x16

e 3]
ot
PR

x8

o Dl
ot
PR

Port2C

4A/04/
0

4C/00/
0

FHHL
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PClIe
Slot

CPU

PClIe
Standa
rds

Conne
ctor
Width

Bus
Width

Port

Root
Port
)(B/D/F

Device
;B/D/F

Slot
Size

x16

dule
with
2X
2.5"
driv
es
and
one
PCI

card

x16

Slot4

CPU2

PCle
4.0

x16

e 3]
ot
PCI

riser
mod
ule
(PR
M):
x16
* 2]

ot
PR

N/A

dule
with
2X
2.5"
driv
es
and
one
PCI

card

N/A

PortOA

97/02/0

98/00/0

FHFL

Slot 5

CPU2

PCle
4.0

x16

e 3]
ot
PR

Port1A

B0/02/
0

B1/00/
0

FHFL
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PClIe
Slot

CPU

PClIe
Standa
rds

Conne
ctor
Width

Bus
Width

Port

Root
Port
)(B/D/F

Device
;B/D/F

Slot
Size

x8

e Dyl
ot
PR

x16

dule
with
2 X
2.5"
driv
es
and
one
PCI

card

N/A

Slot 6

CPU2

PCle
4.0

x16

e 3]
ot
PR

x8
e 2.l

PR
x16

dule
with
2X
2.5"
driv
es
and
one
PCI

card

x16

Port1C

B0/04/
0

B2/00/
0

FHHL

Slot 7

CPU2

PCle
4.0

x16

e Dl
ot

Port3A

E2/02/0

E3/00/0

FHHL
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PCle CPU PCle Conne | Bus Port Root Device | Slot
Slot Standa | ctor Width | No. Port (B/D/F | Size

rds Width (B/D/F |)
)

PR

x8

o ]-s]
ot
PR

N/A

Slot 8 CPU2 | PCle x16 e 2-sl | Port3C | E2/04/0 | E4/00/0 | FHHL

4.0 ot
PR
M:
x8

* |-l
ot
PR
M:
x16

a: When CPU1 and CPU?2 use x8 signals, the socket-direct function is supported.

The B/D/F (Bus/Device/Function Number) is the default value when the server is fully
configured with PCle cards. The value may differ if the server is not fully configured
with PCle cards or if a PCle card with a PCI bridge is configured.

Root Port (B/D/F) indicates the B/D/F of an internal PCle root port of the processor.

Device (B/D/F) indicates the B/D/F (bus address displayed on the OS) of an onboard or
extended PCle device.

The PCle x16 slots are compatible with PCIe x16, PCle x8, PCle x4, and PCle x1 cards.
The PCle cards are not forward compatible. That is, the PCle slot width cannot be
smaller than the PCle card link width.

The full-height full-length (FHFL) PCle slots are compatible with FHFL PCle cards,
full-height half-length (FHHL) PCle cards, and half-height half-length (HHHL) PCle
cards.

The full-height half-length (FHHL) PCle slots are compatible with FHHL PCle cards
and half-height half-length (HHHL) PCle cards.

The maximum power supply of each PCle slot is 75 W.

Server with Four GPU Cards on the Rear Panel

Table 2-54 PCle slot description

PCle CPU PClIe Conne | Bus Port Root Device | Slot

Slot Standa | ctor Width | No. Port (B/D/F | Size
rds Width (B/D/F |)
)
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PCle CPU PCle Conne | Bus Port Root Device | Slot
Slot Standa | ctor Width | No. Port (B/D/F | Size
rds Width (B/D/F |)
)
Screw-i | CPU1 PCle x8 x8 PortOA | 16/02/0 | 17/00/0 | -
n 3.0
RAID
controll
er card
FlexIO | CPU1 PCle x16 x8 PortOC | 16/04/0 | 18/00/0 | OCP
card 1 4.0 Expans 3.0 -
ion specific
cables ations
used by
the
mainbo
ard: x8
+ x8
FlexIO | CPU2 PCle x16 x8 Port2A | C9/02/ | CA/00/ | OCP
card 2 4.0 Expans 0 0 3.0 -
ion specific
cable ations
used by
the
mainbo
ard:
x16
Slot2 CPU1 PCle x16 x16 PortlA | 30/02/0 | 31/00/0 | FHFL
4.0
Slot 3 CPU1 PCle x16 x16 Port2A | 4A/02/ | 4B/00/ | FHFL
4.0 0 0
Slot 6 CPU2 PCle x16 x16 PortOA | 97/02/0 | 98/00/0 | FHFL
4.0
Slot7 CPU2 PCle x16 x16 PortlA | B0/02/ | B1/00/ | FHFL
4.0 0 0
Slot9 CPU1 PCle x16 x16 Port3A | 64/02/0 | 65/00/0 | HHHL
4.0

¢ The B/D/F (Bus/Device/Function Number) is the default value when the server is fully
configured with PCle cards. The value may differ if the server is not fully configured
with PCle cards or if a PCle card with a PCI bridge is configured.

® Root Port (B/D/F) indicates the B/D/F of an internal PCle root port of the processor.

® Device (B/D/F) indicates the B/D/F (bus address displayed on the OS) of an onboard or
extended PCle device.

® The PCle x16 slots are compatible with PCle x16, PCle x8, PCle x4, and PCle x1 cards.
The PCle cards are not forward compatible. That is, the PCle slot width cannot be

smaller than the PCle card link width.
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Server with Eleven Standard PCle Cards on the Rear Panel

PClIe
Slot

CPU

PClIe
Standa
rds

Conne
ctor
Width

Bus
Width

Port
No.

Root
Port
)(B/D/F

Device
;B/D/F

Slot
Size

cards.

® The full-height full-length (FHFL) PCle slots are compatible with FHFL PCle cards,
full-height half-length (FHHL) PCle cards, and half-height half-length (HHHL) PCle

Table 2-55 PCle slot description

PCle CPU PClIe Conne | Bus Port Root Device | Slot
Slot Standa | ctor Width | No. Port (B/D/F | Size
rds Width (B/D/F |)
)
Screw-i | CPU1 PCle x8 x8 PortOA | 16/02/0 | 17/00/0 | -
n 3.0
RAID
controll
er card
FlexIO | CPU1 PCle x16 x8 PortOC | 16/04/0 | 18/00/0 | OCP
card 1 4.0 Expans 3.0 N
ion specific
cables ations
used by
the
mainbo
ard: x8
+ x8
FlexIO | CPU2 PCle x16 x8 Port2A | C9/02/ | CA/00/ | OCP
card 2 4.0 Expans 0 0 3.0 N
ion specific
cable ations
used by
the
mainbo
ard:
x16
Slot 1 CPU1 PCle x16 x8 PortlA | 30/02/0 | 31/00/0 | FHHL
4.0
Slot2 CPU1 PCle x16 x8 Port1C | 30/04/0 | 32/00/0 | FHHL
4.0
Slot3 CPU1 PCle x16 x8 Port2A | 4A/02/ | 4B/00/ | FHHL
4.0 0 0
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PCle CPU PCle Conne | Bus Port Root Device | Slot
Slot Standa | ctor Width | No. Port (B/D/F | Size

rds Width (B/D/F |)
)
Slot4 CPU1 PCle x16 x8 Port2C | 4A/04/ | 4C/00/ | HHHL
4.0 0 0
Slot5 CPU1 PCle x16 x8 Port3A | 64/02/0 | 65/00/0 | HHHL
4.0
Slot6 CPU1 PCle x16 x8 Port3C | 64/04/0 | 66/00/0 | HHHL
4.0
Slot7 CPU2 | PCle x16 x16 PortOA | 97/02/0 | 98/00/0 | HHHL
4.0
Slot8 CPU2 | PCle x16 x8 Portl1A | B0/02/ | B1/00/ | HHHL
4.0 0 0
Slot9 CPU2 | PCle x16 x8 Port1C | B0/04/ | B2/00/ | HHHL
4.0 0 0
Slot10 | CPU2 | PCle x16 x8 Port3A | E2/02/0 | E3/00/0 | FHHL
4.0
Slotll | CPU2 | PCle x16 x8 Port3C | E2/04/0 | E4/00/0 | FHHL
4.0
® The B/D/F (Bus/Device/Function Number) is the default value when the server is fully
configured with PCle cards. The value may differ if the server is not fully configured
with PCle cards or if a PCle card with a PCI bridge is configured.
® Root Port (B/D/F) indicates the B/D/F of an internal PCle root port of the processor.
® Device (B/D/F) indicates the B/D/F (bus address displayed on the OS) of an onboard or
extended PCle device.
® The PClIe x16 slots are compatible with PCle x16, PCle x8, PCle x4, and PCle x1 cards.
The PCle cards are not forward compatible. That is, the PCIe slot width cannot be
smaller than the PCle card link width.
® The full-height half-length (FHHL) PCle slots are compatible with FHHL PCle cards
and half-height half-length (HHHL) PCle cards.
® The maximum power supply of each PCle slot is 75 W.
2.1.8 PSUs

The server supports one or two PSUs.

The server supports AC or DC PSUs.

The PSUs are hot-swappable.

The server supports two PSUs in 1+1 redundancy.

PSUs of the same part number (P/N code) must be used in a server.

The PSUs are protected against short circuit. Double-pole fuse is provided for the PSUs
with dual input live wires.
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If the DC power supply is used, purchase the DC power supply that meets the
requirements of the safety standards or the DC power supply that has passed the CCC
certification.

Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

Figure 2-104 PSU positions
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2.1.9 Fan Modules

The server supports four fan modules.
The fan modules are hot-swappable.

N+1 redundancy is supported. That is, the server can work properly when a single fan
fails.

The fan speed can be adjusted.

Fan modules of the same part number (P/N code) must be used in a server.
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Figure 2-105 Positions of fan modules

Fan modules

21.10 LCD

] NOTE
Only the 8 x 2.5" drive pass-through configuration supports the LCD.

Function

The LCD displays the installation status and running status of server components and enables
users to set the IP address of the iBMC management network port on the server.

The LCD and the server iBMC form an LCD subsystem. The LCD directly obtains device
information from the iBMC. The LCD subsystem does not store device data.
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Figure 2-106 LCD subsystem working principle
Server
IBMC
TTL senal port
LCD
Ul

Figure 2-107 LCD main interface

- Status Monitor

Fost Code: 0X00 SN:

Table 2-56 Parameters on the LCD home screen

Tab Function

Status Displays the port 80 status, serial number, component status,
and component alarms of the server.

Monitor Displays the current power, CPU temperature, and inlet
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Tab Function
temperature of the server.

Info. Displays the IP address and MAC address of the iBMC
management network port, device SN, asset information, and
firmware version.

Setting Sets the IP address of the iBMC management network port.

For details about how to use the LCD module, see FusionServer Rack Server LCD User

Guide.
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2.1.11 Boards
2.1.11.1 Mainboard

Figure 2-108 2288H V6-32DIMM mainboard

51

52535455

B |

2 34 567

42 41 40 39 3837 36 35 34 33
1 PCle riser 2 slot (PCIE Debugging pin (J103)
RISER2/J51)

3 Rear-drive backplane & BBU Screw-in RAID controller
low-speed signal connector card connector (RAID
(BACK HDD BP&BBU CARD/J86)
SIGNAL/J90)

5 LP slimline 7 connector for OCP 3.0 network adapter 2
OCP 3.0 network adapter 2 connector (OCP2
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(SLIMLINE7/J31) CONN/J109)
7 Built-in storage expansion 8 2 x USB 3.0 ports (USB3.0
port (SD CARD/J87) CONN/J88)
9 Rear VGA port (VGA 10 Serial port (COM/J6020)
CONN/J60)
11 BMC management network 12 BMC management board
port (BMC_GE /J6019)
13 LCD connector (LCD 14 OCP 3.0 network adapter 1
CONN/J6025) connector (OCP1
CONN/J108)
15 Rear-drive backplane power 16 NC-SI connector (NCSI
connector 2 (REAR BP CONN/J114)
PWR2/J21)
17 LP slimline 6 connector for 18 PCle riser 1 slot (PCIE
OCP 3.0 network adapter 1 RISER1/J50)
(SLIMLINE6/J13)
19 TPM/TCM connector (J10) 20 mini-SAS HD connector C
(MINIHD PORTC/J4)
21 Drive backplane power 22 Built-in USB 3.0 connector
connector 3 (HDD BP (INNER USB3.0/J110)
PWR3/189)
23 Right mounting ear connector | 24 mini-SAS HD connector B
(RCIA BOARD/J113) (MINIHD PORTB/I5)
25 Rear-drive backplane power 26 mini-SAS HD connector A
connector 1 (REAR BP (MINIHD PORTA/J6)
PWR1/J64)
27 SATA connector 1 28 SATA connector 2
(SATA1/I1D) (SATA2/12)
29 Cell battery holder (U9) 30 VROC key connector (Soft
RAID KEY/J3)?
31 LP slimline 1 connector 32 LP slimline 2 connector
(SLIMLNE1/J11) (SLIMLNEZ2/J84)
33 Fan module 4 connector 34 Fan module 4 connector (2U
J100) FAN4/J98)
35 Fan module 3 connector (J97) | 36 Fan module 3 connector (2U
FAN3/J95)
37 Intrusion sensor connector 38 Fan module 2 connector (J93)
(INTRUDER CONN/S1)
39 Low-speed signal connector 40 Fan module 2 connector (2U
for the front-drive backplane FAN2/J91)
(FRONT HDD BP/J75)
41 Fan module 1 connector 42 Fan module 1 connector (2U
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J102) FAN1/J67)

43 Left mounting ear connector | 44 LP slimline 4 connector
(LCIA BOARD/J106) (SLIMLINE4/J12)

45 LP slimline 3 connector 46 Power connector for the
(SLIMLINE3/J85) built-in-drive backplane

(INNER HDD PWR/J22)

47 Drive backplane power 48 BBU power connector (BBU
connector 2 (HDD BP POWER/J13001)
PWR2/J88)

49 Drive backplane power 50 Rear-drive backplane power
connector 1 (HDD BP connector 3 (REAR BP
PWR1/J26) PWR3/J20)

51 PSU 2 connector (PSU2/J56) | 52 LP slimline 5 connector

(SLIMLINES/J30)

53 Low-speed signal connector 54 Low-speed signal connector
for the built-in-drive for the rear 4 x 2.5" drive
backplane (INNER HDD backplane (REAR 4x2.5
BP/J27) HDD BP/J57)

55 PSU 1 connector (PSU1/J28) | - -

® a: Reserved and unavailable currently.

® Use connectors 34, 36, 40, and 42 when the 8038+ fan modules are configured.

e Use connectors 33, 34, 35, 36, 38, 40, 41, and 42 when the 8080 fan modules are

configured.

2.1.11.2 Drive Backplane

Front Drive Backplane

® 8 x 2.5"drive pass-through backplane

All drive configurations in 2.1.5.1.1 8 x 2.5" Drive Pass-through Configuration support
this backplane.
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Figure 2-109 8 x 2.5" drive pass-through backplane
1 2 3

6 5 4
1 Indicator signal cable 2 DVD drive power connector
connector (REAR BP1/J3) (DVD/I11)
NOTE
Reserved and unavailable
currently.
3 Backplane signal cable 4 Power connector
connector (HDD BP/J1) (POWER/J2)
5 Mini-SAS HD connector 6 Mini-SAS HD connector
(PORT A/J28) (PORT B/J29)

® 12 x2.5" drive pass-through (4 x SAS/SATA + 8 x NVMe) backplane

All drive configurations in 2.1.5.1.2 12 x 2.5" Drive Pass-through Configuration support
this backplane.
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Figure 2-110 12 x 2.5" drive pass-through (4 x SAS/SATA + 8 x NVMe) backplane
1 2 3 4 5 67

1 LP slimline 2 connector 2 LP slimline 1 connector
(SLIM_2/J1001) (SLIM_1/J901)

3 LP slimline 4 connector 4 LP slimline 3 connector
(SLIM_4/11201) (SLIM_3/J1101)

5 Mini-SAS HD connector 6 Backplane power connector
(PORT A/J801) (HDD POWER/J4003)

7 Backplane signal cable - -
connector (HDD_BP/J3702)

® 12 x 3.5" drive pass-through backplane

This backplane is supported by 12 x 3.5" drive pass-through configuration 1, 12 x 3.5"
drive pass-through configuration 2, 12 x 3.5" drive pass-through configuration 3, 12 x
3.5" drive pass-through configuration 4, 12 x 3.5" drive pass-through configuration 5
(dual RAID controller cards), and 12 x 3.5" drive pass-through configuration 6 (dual
RAID controller cards) in 2.1.5.1.3 12 x 3.5" Drive Pass-through Configuration.

Figure 2-111 12 x 3.5" drive pass-through backplane
1 2 3 4 5 6

7
1 Indicator signal cable 2 Mini-SAS HD connector
connector (REAR BP0/J7) (PORT C/5)
3 Mini-SAS HD connector 4 Backplane signal cable
(PORT B/J4) connector (HDD BP/J6)
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Mini-SAS HD connector 6 Indicator signal cable
(PORT A/J3) connector (REAR BP1/]8)

Power connector - -
(POWER/J1)

12 x 3.5" drive NVMe backplane (4 x NVMe)

This backplane is supported by 12 x 3.5" drive pass-through configuration 1 (4 x NVMe),
12 x 3.5" drive pass-through configuration 2 (4 x NVMe), and 12 x 3.5" drive
pass-through configuration 3 (4 x NVMe) in 2.1.5.1.3 12 x 3.5" Drive Pass-through
Configuration.

Figure 2-112 12 x 3.5" drive NVMe backplane (4 x NVMe)
1 2 3 4 5 6

9 8 7
Indicator signal cable 2 Mini-SAS HD connector
connector (REAR BP0/J30) (PORT C/J36)
Mini-SAS HD connector 4 Mini-SAS HD connector
(PORT B/J29) (PORT A/J28)
Backplane signal cable 6 Indicator signal cable
connector (HDD_BP/J1) connector (REAR BP1/J31)
Backplane power connector 8 LP slimline 1 connector
(HDD_BP/J24) (SLIMLINE 1/J4)

LP slimline 2 connector - -
(SLIMLINE 2/J37)

12 x 3.5" drive EXP backplane 1 (BOM code: 03027FAT)

This backplane is supported by 12 x 3.5" drive EXP configuration 1, 12 x 3.5" drive EXP
configuration 2, 12 x 3.5" drive EXP configuration 3, 12 x 3.5" drive EXP configuration
4, and 12 x 3.5" drive EXP configuration 5 (dual RAID controller card) in 2.1.5.1.4 12 x
3.5" Drive EXP Configuration.
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Figure 2-113 12 x 3.5" drive EXP backplane
1 2 3 4 5 6 7

1 Indicator signal cable 2 Mini-SAS HD connector
connector (REAR BP0/J31) (PORT A/J28)

3 Mini-SAS HD connector 4 Mini-SAS HD connector
(PORT B/J29) (REAR PORT/J34)

5 Backplane signal cable 6 Power connector
connector (HDD BP/J35) (POWER/J24)

7 Indicator signal cable - -
connector (REAR BP1/J32)

® 12x3.5" drive EXP backplane 2 (BOM code: 0302Y255)

This backplane is supported by 12 x 3.5" drive EXP configuration 1, 12 x 3.5" drive EXP
configuration 2, 12 x 3.5" drive EXP configuration 3, 12 x 3.5" drive EXP configuration
4, and 12 x 3.5" drive EXP configuration 5 (dual RAID controller card) in 2.1.5.1.4 12 x
3.5" Drive EXP Configuration.

Figure 2-114 12 x 3.5" drive EXP backplane
1 2 3 E!

=]
=]
=]

Indicator signal cable
connector (REAR BP0/J32)

Mini-SAS HD connector
(PORT A/J28)

Mini-SAS HD connector
(PORT B/129)

Mini-SAS HD connector
(REAR PORT/I31)

Backplane signal cable
connector (HDD BP/J1)

Power connector
(POWER/J24)

Indicator signal cable
connector (REAR BP1/J35)
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® 12x3.5" drive EXP backplane 3 (BOM code: 0302Y072)

This backplane is supported by 12 x 3.5" drive EXP configuration 6 in 2.1.5.1.4 12 x
3.5" Drive EXP Configuration.

Figure 2-115 12 x 3.5" drive EXP backplane
1 2 3 4 5 6 7

1 Indicator signal cable 2 Mini-SAS HD connector
connector (REAR BP0/J31) (REAR PORT/J34)

3 Mini-SAS HD connector 4 Mini-SAS HD connector
(PORT A/J28) (PORT B/J29)

5 Backplane signal cable 6 Power connector
connector (HDD BP/J35) (POWER/J24)

7 Indicator signal cable - -
connector (REAR BP1/J32)

® 24x2.5"NVMe backplane

This backplane is supported by all drive configurations in 2.1.5.1.5 20 x 2.5" Drive
Pass-through Configuration and 24 x 2.5" drive NVMe configuration 1 and 24 x 2.5"
drive NVMe configuration 2 in 2.1.5.1.6 24 x 2.5" Drive Configuration.

Figure 2-116 24 x 2.5" NVMe backplane

1 LP slimline 1D connector 2 LP slimline 1C connector
(SLIMLINE 1D/J1801) (SLIMLINE 1C/J1701)

3 LP slimline 1A connector 4 LP slimline 1B connector
(SLIMLINE 1A/J1601) (SLIMLINE 1B/J1501)
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5 LP slimline 2D connector 6 LP slimline 2C connector
(SLIMLINE 2D/J2201) (SLIMLINE 2C/J2101)

7 LP slimline 2B connector 8 LP slimline 2A connector
(SLIMLINE 2B/J2001) (SLIMLINE 2A/J1901)

9 Backplane signal cable 10 Power connector 1 (HDD
connector (HDD BP/J7102) POWER1/J30)

11 Power connector 2 (HDD 12 Mini-SAS HD connector
POWER2/J7303) (PORT A/J1001)

13 LP slimline 3 connector 14 LP slimline 4 connector
(SLIMLINE 3/J1301) (SLIMLINE 4/J1401)

15 LP slimline 1 connector 16 LP slimline 2 connector
(SLIMLINE 1/J1101) (SLIMLINE 2/J1201)

® 24x2.5"NVMe switch backplane

This backplane is supported by 24 x 2.5" drive NVMe configuration 3, 24 x 2.5" drive
NVMe configuration 4, and 24 x 2.5" drive NVMe configuration 5 in 2.1.5.1.6 24 x 2.5"
Drive Configuration.

Figure 2-117 24 x 2.5" NVMe switch backplane
1

(PORT A/J52)

1 LP slimline 2 connector 2 LP slimline 1 connector
(SLIMLINE 2/]5) (SLIMLINE 1/J6)

3 LP slimline 3 connector 4 LP slimline 4 connector
(SLIMLINE 3/17) (SLIMLINE 4/]8)

5 Backplane signal cable 6 Power connector 2 (HDD
connector (HDD BP/J3) POWERZ2/J2)

7 Mini-SAS HD connector 8 Power connector 1 (HDD

POWER1/J34)

® 24 x2.5" drive pass-through backplane
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This backplane is supported by 24 x 2.5" drive pass-through configuration (3 x RAID
controller card) in 2.1.5.1.6 24 x 2.5" Drive Configuration.

Figure 2-118 24 x 2.5" drive pass-through backplane

Mini-SAS HD connector
(PORT 3B/J33)

Mini-SAS HD connector
(PORT 3A/J39)

Mini-SAS HD connector
(PORT 2B/J31)

Mini-SAS HD connector
(PORT 2A/J30)

Mini-SAS HD connector
(PORT 1B/J29)

Mini-SAS HD connector
(PORT 1A/J28)

Power connector
(POWER/J24)

Backplane signal cable
connector (HDD_BP/J1)

® 25x2.5"drive EXP backplane

All drive configurations in 2.1.5.1.7 25 x 2.5" Drive EXP Configuration support this
backplane.

Figure 2-119 25 x 2.5" drive EXP backplane

1 Indicator signal cable 2 Mini-SAS HD connector
connector (REAR BP0/J32) (PORT A/J28)

3 Mini-SAS HD connector 4 Mini-SAS HD connector
(PORT B/J29) (REAR PORT/J31)
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5 Backplane signal cable Power connector
connector (HDD_BP/J1) (POWER/J24)

7 Indicator signal cable -
connector (REAR BP1/J35)

Built-in-Drive Backplane
® 4 x3.5" drive backplane
Figure 2-120 4 x 3.5" drive backplane
2 3

Mini-SAS HD connector
(PORT A/I3)

Backplane signal cable
connector (INNER HDD
BP/J1)

Backplane power connector
(INNER HDD PWR/J2)

Rear-drive backplane

® 2 x2.5"drive backplane

Figure 2-121 2 x 2.5" drive backplane
2

1

Power connector (BP
PWR/J1)

Indicator signal cable
connector (REAR BP/J5)

Mini-SAS HD connector
(REAR PORT/]J2)
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® 2 x3.5" drive backplane

Figure 2-122 2 x 3.5" drive backplane
1 2 3

1 Indicator signal cable 2 Mini-SAS HD connector
connector (REAR BP/J5) (REAR PORT/J2)

3 Power connector (BP - -
PWR/I1)

® 4x2.5"drive backplane

Figure 2-123 4 x 2.5" drive backplane
1 2 3 4 5

1 LP slimline 4 connector 2 Power connector
(SLIM_4/J1001) (POWR/J2502)

3 LP slimline 3 connector 4 Backplane signal cable
(SLIM_3/1901) connector (HDD BP/J2302)

5 Mini-SAS HD connector - -
(Port A/J801)
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2.2 2288H V6-16DIMM
2.2.1 Front Panel

2.2.1.1 Appearance

® 8 x2.5"drive configuration
1 NOTE

Server with 8 x 2.5" drives has two types of front panels. The front panels appearance Figure 2-124 of
the chassis delivered on or before June 30, 2022 is shown in Figure 1. The front panels appearance
Figure 2-125 of the chassis delivered after June 30, 2022 is shown in Figure 2.

Figure 2-124 Front view 1

Figure 2-125 Front view 2

2
1 Drive 2 Slide-out label plate (with an
SN label)
3 (Optional) Built-in DVD - -
drive (or LCD module)

® 12 x3.5" drive configuration
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Figure 2-126 Front view

1 Drive 2 Slide-out label plate (with an
SN label)

® 25x 2.5" drive configuration

Figure 2-127 Front view

1 Drive 2 Slide-out label plate (with an
SN Iabel)

2.2.1.2 Indicators and Buttons

Indicator and Button Positions

® 8 x2.5"drive configuration

(1 NOTE

Server with 8 x 2.5" drives has two types of front panels. The indicators and buttons on the front panels
Figure 2-128 of the chassis delivered on or before June 30, 2022 are shown in Figure 1. The indicators
and buttons on the front panels Figure 2-129 of the chassis delivered after June 30, 2022 are shown in

Figure 2.
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Figure 2-128 Indicators and buttons on the front panel 1
5
Figure 2-129 Indicators and buttons on the front panel 2
5
1 Fault Diagnosis LED 2 Power Button/Indicator
3 Health status indicator 4 UID button/indicator
5 FlexIO card presence - -
indicator
® 12 x3.5" drive configuration
Figure 2-130 Indicators and buttons on the front panel
1 Fault Diagnosis LED 2 Power Button/Indicator
3 Health status indicator 4 UID button/indicator
5 FlexIO card presence - -
indicator
® 25x2.5" drive configuration
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Figure 2-131 Indicators and buttons on the front panel

1 Fault Diagnosis LED 2 Power Button/Indicator
3 Health status indicator 4 UID button/indicator
5 FlexIO card presence - -

indicator

Indicator and Button Descriptions

Table 2-57 Description of indicators and buttons on the front panel

LED

[Azure] Indicator/Butt | Description
Available on
F{ E" F{ Fault Diagnosis | ® ---: The device is operating properly.

® Error code: A component is faulty.

For details about error codes, see the
FusionServer Rack Server iBMC Alarm Handling.

Power
Button/Indicato
r

Power indicator:
® Off: The device is not powered on.
® Steady green: The device is powered on.

® Blinking yellow: The iBMC is starting. The power
button is locked and cannot be pressed. The iBMC
is started in about 1 minute, and then the power
indicator is steady yellow.

¢ Steady yellow: The device is standby.
Power button:

® When the device is powered on, you can press this
button to gracefully shut down the OS.

NOTE

For different OSs, you may need to shut down the OS as
prompted.

* When the device is powered on, you can hold
down this button for 6 seconds to forcibly power
off the device.

® When the power indicator is steady yellow, you
can press this button to power on the device.
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[Azure]
Available

Indicator/Butt
on

Description

&

Health status
indicator

® Off: The device is powered off or is faulty.

¢ Blinking red at 1 Hz: A major alarm has been
generated on the system.

¢ Blinking red at 5 Hz: A critical alarm has been
generated on the system.

* Steady green: The device is operating properly.

UID
Button/Indicato
r

The UID button/indicator helps identify and locate a
device.

UID indicator:
® Off: The device is not being located.

¢ Blinking or steady blue: The device is being
located.

UID button:

® You can control the UID indicator status by
pressing the UID button or using the iBMC.

® You can press this button to turn on or off the
UID indicator.

® You can press and hold down this button for 4 to
6 seconds to reset the iBMC.

FlexIO card
presence
indicator

e Off: The FlexIO card is not detected.

¢ Blinking green at 0.5 Hz: The FlexIO card is
detected but is not powered on.

® Blinking green at 2 Hz: The FlexIO card is
detected and has just been inserted.

® Steady green: The FlexIO card is detected and the
power supply is normal.
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2.2.2 Rear Panel

2.2.2.1 Appearance
Figure 2-132 Rear view
1 2 3 45 6
L_,Jm sessssssssssssszasas: 3 3 tﬂ J
. 'B'E'E'E
A B EHE N
i BB H RS A4l

1 I/0 module 1 2 PCle Slotl
3 PCle Slot2 4 PCle Slot3
5 PCle Slot4 6 I/0O module 3
7 PSU 2 8 PSU 1
9 FlexIO card - -
NOTE
The FlexIO card slot supports
OCP 3.0 network adapters.

[ NOTE

e /O module 1 supports only the 2 x 3.5" rear-drive module.
e /O module 3 supports a PCle riser module or 4 x 2.5" rear-drive module.
e For details about the OCP 3.0 network adapter, see 2.2.6.1 OCP 3.0 Network Adapters.

e The figure is for reference only. The actual configuration may vary.
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2.2.2.2 Indicators and Buttons

Indicator Positions

Figure 2-133 Indicators on the rear panel

12

l—,,Jm Sasssassssassasassssss

i

NOTE

Reserved and unavailable
currently.

188 183 | 88 | 88
a8 a8 as 88
B2 a= s &s o
R o NI/
M |38 lss! 3838
T 22 &= aa as 4 . y
54 3
1 Data transmission status 2 Connection status indicator of
indicator of the management the management network port
network port
3 PSU indicator 4 UID indicator
5 Serial port indicator - -

Indicator Description

Table 2-58 Description of indicators on the rear panel

Identifier

Indicator

State Description

Data transmission
status indicator of
the management
network port

® Off: No data is being transmitted.

® Blinking yellow: Data is being
transmitted.

Connection status
indicator of the
management
network port

® Off: The network port is not connected.

e Steady green: The network port is
connected properly.

UID indicator

The UID indicator helps identify and locate
a device.

e Off: The device is not being located.

¢ Blinking or steady blue: The device is
being located.
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Identifier Indicator State Description

NOTE

You can control the UID indicator status by
pressing the UID button or using the iBMC.

- PSU indicator ® Off: No power is supplied.
¢ Blinking green at 1 Hz:
- The input is normal, and the server is
standby.
- The input is overvoltage or
undervoltage.
- The PSU is in deep hibernation
mode.

¢ Blinking green at 4 Hz: The firmware is
being upgraded online.

® Steady green: The power input and
output are normal.

® Steady orange: The input is normal but
there is no output.

NOTE

The possible causes of no power output are as
follows:

o Power supply overtemperature protection
e Power output overcurrent or short-circuit
e Qutput overvoltage

e  Short-circuit protection

e Device failure (excluding failure of all
devices)

2.2.2.3 Interface

Port Positions

Figure 2-134 Ports on the rear panel

I { snesesssssss

; Ssessssssses

I  usesssssesas
; seessssEse

1 VGA port 2 USB 3.0 port
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Management network port 4

Serial port

Socket for PSU 1

Socket for PSU 2

Port Description

Table 2-59 Ports on the rear panel

Port

Type

Quantity

Description

VGA port

DBI15

1

Used to connect a display
terminal, such as a monitor or
KVM.

USB port

USB 3.0

Used to connect to a USB 3.0
device.

NOTICE

e The maximum current is 1.3 A for
an external USB device.

e Before connecting an external
USB device, ensure that the USB
device functions properly.
Otherwise, it may adversely
impact the server.

e The USB 3.0 port can be used to
supply power to low-power
peripherals. However, the USB
3.0 port must comply with the
USB specifications. To run
advanced peripherals, such as
external CD/DVD drives, an
external power supply is required.

Management
network port

RJ45

iBMC management network port,
which is used to manage the
server.

NOTE
The management network port is a
GE port that supports 100 Mbit/s and
1000 Mbit/s auto-negotiation.

Serial port

RJ45

Default operating system serial
port used for debugging. You can
also set it as the iBMC serial port
by using the iBMC command.

NOTE

The port uses 3-wire serial
communication interface, and the
default baud rate is 115,200 bit/s.

PSU socket

Used to connect to a power
distribution unit (PDU) through a
power cable. You can select the
PSUs as required.
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Port Type Quantity Description

NOTE

When determining the PSUs, ensure
that the rated power of the PSUs is
greater than that of the server.

2.2.3 Processor

The server supports one or two processors.
If only one processor is required, install it in socket CPUT.

Processors of the same model must be used in a server.

Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

Figure 2-135 Positions of processors
CPU1

CPU2

2.2.4 Memory

2.2.4.1 DDR4 Memory
2.2.4.1.1 Memory ID

You can determine the memory module properties based on the label attached to the memory
module.
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Figure 2-136 Memory identifier

0000 000

64GB 2R x4 PC4 - 2933Y - RA2 ‘

-

e

1 =1 T

|64GB 2R x4 PC4 - 2933Y - RA2|

I -

|
No. Description Example
1 Capacity * 16GB
e 32GB
* 64GB
e 128GB
2 rank(s) ® 1R = Single rank
® 2R =Dual rank
® 4R = Quad rank
® B8R =Octal rank
3 Data width on the DRAM * x4:4-bit
* x8&: 8-bit
4 Type of the memory interface e PC4=DDR4
5 Maximum memory speed * 2033 MT/S
* 3200 MT/S
6 Column Access Strobe (CAS) e W=CAS 20-20-20
latency e Y=CAS21-21-21
o AA=CAS 22-22-22
7 DIMM type e R =RDIMM
e L =LRDIMM

2.2.4.1.2 Memory Subsystem Architecture

A server provides 16 memory slots. Each processor integrates eight memory channels.

Table 2-60 Channels

CPU

Channel

Memory Slot
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CPU Channel Memory Slot

CPU 1 A DIMMO00(A)

DIMMO10(B)

DIMMO020(C)

DIMMO030(D)

DIMMO40(E)

DIMMO50(F)

DIMMO60(G)

DIMMO70(H)

CPU 2 DIMM100(A)

DIMM1 10(B)

DIMM120(C)

DIMM130(D)

DIMMI140(E)

DIMM 150(F)

DIMM160(G)

T|Q|m|m|{g|la|lw || TlQlm|O|go(Q|™

DIMM 170(H)

2.2.4.1.3 Memory Compatibility

Observe the following rules when configuring DDR4 memory modules:

NOTICE

A server must use DDR4 memory modules of the same part number (P/N code), and the
memory speed is the minimum value of the following items:

Memory speed supported by a CPU
Maximum operating speed of a memory module

The DDR4 DIMMs of different types (RDIMM and LRDIMM) and specifications
(capacity, bit width, rank, and height) cannot be used together.

Contact your local sales representative or see "Search Parts" in the Compatibility Checker
to determine the components to be used.

The memory can be used with the third-generation Intel® Xeon® Scalable Ice Lake
processors. The maximum memory capacity supported by all processor models is the
same.

The total memory capacity is the sum of the capacity of all DDR4 memory modules.
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Compatibility Checker.

°
[ J
rank quantity.
1 NOTE

For details about the capacity type of a single memory module, see "Search Parts" in the

The maximum number of memory modules supported depends on the memory type and

Each memory channel supports a maximum of 8 ranks. The number of memory modules supported by

each channel varies depending on the number of ranks supported by each channel:

Number of memory modules supported by each channel < Number of ranks supported by each memory
channel/Number of ranks supported by each memory module

Table 2-61 DDR4 memory specifications

Parameter Specifications

Capacity per DDR4 memory | 16 32 64 128
module (GB)

Type RDIMM RDIMM RDIMM LRDIMM
Rated speed (MT/s) 3200 3200 3200 3200
Operating voltage (V) 1.2 1.2 1.2 1.2
Maximum number of DDR4 | 16 16 16 16
DIMMs in a server®

Maximum DDR4 memory 256 512 1024 2048
capacity of the server (GB)

Actual rate IDPC® 3200 3200 3200 3200
(MT/s)

® a: The maximum number of DDR4 memory modules is based on dual-processor

configuration. The value is halved for a server with only one processor.

¢ b: DPC (DIMM per channel) indicates the number of memory modules per channel.

® The information listed in this table is for reference only. For details, consult the local
sales representative.

2.2.4.1.4 DIMM Installation Rules

Observe the following when configuring DDR4 memory modules:

Install memory modules only when corresponding processors are installed.
Do not install LRDIMMs and RDIMMs in the same server.

Install filler memory modules in vacant slots.

Observe the following when configuring DDR4 memory modules in specific operating mode:

Memory sparing mode

- Comply with the general installation guidelines.

- Each memory channel must have a valid online spare configuration.

- The channels can have different online spare configurations.

- Each populated channel must have a spare rank.
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®  Memory mirroring mode
- Comply with the general installation guidelines.

- Each processor supports four integrated memory controllers (IMCs), and each IMC
has two channels for installing memory modules. The installed memory modules
must be identical in size and organization.

- For a multi-processor configuration, each processor must have a valid memory
mirroring configuration.

®  Memory scrubbing mode

- Comply with the general installation guidelines.

2.2.4.1.5 Memory Installation Positions

A server supports a maximum of 16 DDR4 memory modules. To maximize performance,
balance the total memory capacity between the installed processors and to load the channels
similarly whenever possible.

Observe the memory module installation rules when configuring memory modules. For
details, see Memory Configuration Assistant.

NOTICE

At least one DDR4 memory module must be installed in the primary memory channels
corresponding to CPU 1.

Figure 2-137 Memory slots
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Figure 2-138 DDR4 memory module installation guidelines (1 processor)

Number of DIMMs
CPU | Channel DIMM Slot v v v v
1 2 4 6

A
B |Dmmoto®) | | | | e | e |
C
Uil D [DMmoso@ | | | | | e
E
F
G
H

AR

| DIMMOSO(F) | | | [ e | e

DIMMO70(H) °

CPU | Channel | DIMM Slot Number of DIMMs
B__[DMMOl0(B) | | | e | e |
& .

cpuil_ D [DIMMoso®@) | | | | e |
E 04(
F_|DIMMOsO(F), | | | e | e
G :
H DIMMO70(H) s
A |DIMMI00(A)] @ | @ | o | @ | @
B |DIMM110(B) = =

coua| DM@ || |
F DIMM150(F) = =
c_omMico©) | | e | e | e
H DIMM170(H) -

2.2.4.1.6 Memory Protection Technologies

The following memory protection technologies are supported:

e ECC
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Memory Mirroring

Memory Single Device Data Correction (SDDC)
Failed DIMM Isolation

Memory Thermal Throttling

Command/Address Parity Check and Retry

Memory Demand/Patrol Scrubbing

Memory Data Scrambling

Post Package Repair (PPR)

Write Data CRC Protection

Adaptive Data Correction - Single Region (ADC-SR)
Adaptive Double Device Data Correction - Multiple Region (ADDDC-MR)
Partial Cache Line Sparing (PCLS)

2.2.4.1.7 Memory Protection Technologies

The following memory protection technologies are supported:

2.2.5 Storage

ECC

Memory Mirroring

Memory Single Device Data Correction (SDDC)
Failed DIMM Isolation

Memory Thermal Throttling

Command/Address Parity Check and Retry

Memory Demand/Patrol Scrubbing

Memory Data Scrambling

Memory Multi Rank Sparing

Post Package Repair (PPR)

Write Data CRC Protection

Adaptive Data Correction - Single Region (ADC-SR)
Adaptive Double Device Data Correction - Multiple Region (ADDDC-MR)
Partial Cache Line Sparing (PCLS)

2.2.5.1 Drive Configurations

2.2.5.1.1 8 x 2.5" drive pass-through configuration

Drive configuration

Table 2-62 Drive configuration

Configuration | Front Drive Rear Drive Built-in Drive | Drive

Management
Mode
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Slot numbers

Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
8 x 2.5" drive Front drive: I/O module | - e SATA
pass-through 8x2.5" 3:4x25" drive: PCH
configuration 1 ~ SlotsOto | - Slots44 e NVMe
7 support to 47 drive: CPU
only support
SATA only
drives. NVMe
drives?.
8 x 2.5" drive Front drive: I/O module | - e SAS/SATA
pass-through 8x2.5" 3:4x25" drive: 1 x
configuration 2 _ Slots O to _ Slots 44 screw-in
7 support to 47 RAID
only support controller
SAS/SAT only card
A drives. NVMe e NVMe
drives?. drive: CPU
8 x 2.5" drive Front drive: I/O module | - e SAS/SATA
pass-through 8x2.5" 3:4x25" drive: 1 x
configuration 3 _ Slots 0 to _ Slots 44 PCle RAID
7 support to 47 controller
only support card
SAS/SAT only The PCle
A drives. NVMe RAID
drives®. controller

card must be
installed in
slot 1.

NVMe
drive: CPU

® a: The server with CPU 2 supports NVMe drives, but the server with a single CPU does
not support NVMe drives.

* Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

Drive slot numbers of 8 x 2.5" drive pass-through configuration 1 in Table 2-62
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Figure 2-140 Slot numbers

L%MMHL‘H«

Table 2-63 Slot numbers

Drive No. Drive Number Identified by the iBMC
0 0
1 1
2 2
3 3
4 4
5 5
6 6
7 7
44 44
45 45
46 46
47 47

®  Drive slot numbers of 8 x 2.5" drive pass-through configuration 2 and 8 x 2.5" drive
pass-through configuration 3 in Table 2-62
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Figure 2-141 Slot numbers

Table 2-64 Slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
44 44 -
45 45 _
46 46 _
47 47 _

2.2.5.1.212 x 3.5" drive pass-through configuration

Drive configuration

Table 2-65 Drive configuration

Configuration

Front Drive

Rear Drive

Built-in Drive

Drive
Management
Mode
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
12 x 3.5" drive ® Frontdrive: | ® I/O module - e SATA
pass-through 12x3.5" 1:2x3.5" drive: PCH
configuration 1 ~ SlotsOto | - Slots40 o NVMe
11 and 41 drive: CPU
support support
only only
SATA SATA
drives. drives.
® ]/O module
3:4x2.5"
- Slots 44
to 47
support
only
NVMe
drives®.
12x3.5"drive | ® Frontdrive: | ® I/O module | - e SAS/SATA
pass-through 12 x3.5" 1:2x3.5" drive: 1 x
configuration 2 ~ Slots 0 to _ Slots 40 screw-in
11 and 41 RAID
support support controller
only only card
SAS/SAT SAS/SAT e NVMe
A drives. A drives. drive: CPU
¢ J/O module
3:4x2.5"
- Slots 44
to 47
support
only
NVMe
drives?.
12 x 3.5" drive ® Frontdrive: | ® I/O module - e SAS/SATA
pass-through 12 x 3.5" 1:2x3.5" drive: 1 x
configuration 3 ~ Slots 0 to _ Slots 40 PCle RAID
11 and 41 controller
support support card
only only The PCle
SAS/SAT SAS/SAT RAID
A drives. A drives. controller
e /O module card must be
3:4x2.5" installed in
slot 1.
- Slots 44
to 47 e NVMe
support drive: CPU
only
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
NVMe
drives®.
12x3.5"drive | ® Frontdrive: | ® I/O module | - e SATA
pass-through 12 x3.5" 1:2x3.5" drive: PCH
configuration 1 ~ SlotsOto | ~ Slots 40 e NVMe
(4 x NVMe) 7 support and 41 drive: CPU
only support
SATA only
drives. SATA
- Slots 8 to drives.
11
support
only
SATA/N
VMe
drives.
12x3.5"drive | ® Frontdrive: | ® I/O module | - e SAS/SATA
pass-through 12 x3.5" 1:2x3.5" drive: 1 x
configuration 2 _ Slots 0 to _ Slots 40 screw-in
(4 x NVMe) 7 support and 41 RAID
only support controller
SAS/SAT only card
A drives. SAS/SAT e NVMe
_ Slots 8 to A drives. drive: CPU
11
support
SAS/SAT
A/NVMe
drives.
12x3.5"drive | ® Frontdrive: | ® I/O module | - e SAS/SATA
pass-through 12 x3.5" 1:2x3.5" drive: 1 x
configuration 3 _ Slots O to _ Slots 40 PCle RAID
(4 x NVMe) 7 support and 41 controller
only support card
SAS/SAT only The PCle
A drives. SAS/SAT RAID
_ Slots 8 to A drives. controller
11 card must be
support installed in
SAS/SAT slot 1.
A/NVMe e NVMe
drives. drive: CPU

® a: The server with CPU 2 supports NVMe drives, but the server with a single CPU does
not support NVMe drives.

® Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.
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Slot numbers

®  Drive slot numbers of 12 x 3.5" drive pass-through configuration 1 in Table 2-65

Figure 2-142 Slot numbers

Table 2-66 Slot numbers

Drive No. Drive Number Identified by the iBMC
0 0
1 1
2 2
3 3
4 4
5 5
6 6
7 7
8 8
9 9
10 10
11 11
40 40
41 41
44 44
45 45
46 46
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Drive No. Drive Number Identified by the iBMC

47 47

®  Drive slot numbers of 12 x 3.5" drive pass-through configuration 2 and 12 x 3.5" drive
pass-through configuration 3 in Table 2-65

Figure 2-143 Slot numbers

Table 2-67 Slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0

1 1 1

2 2 2

3 3 3

4 4 4

5 5 5

6 6 6

7 7 7

8 8 8

9 9 9

10 10 10

11 11 11

40 40 12

41 41 13

44 44 -
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
45 45 -
46 46 -
47 47 -

®  Drive slot numbers of 12 x 3.5" drive pass-through configuration 1 (4 x NVMe) in Table

2-65

Figure 2-144 Slot numbers

Table 2-68 Slot numbers

Drive No. Drive Number Identified by the iBMC
0 0
1 1
2 2
3 3
4 4
5 5
6 6
7 7
8 8
9 9
10 10
11 11
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Drive No. Drive Number Identified by the iBMC
40 40
41 41

®  Drive slot numbers of 12 x 3.5" drive pass-through configuration 2 (4 x NVMe) and 12 x
3.5" drive pass-through configuration 3 (4 x NVMe) in Table 2-65

Figure 2-145 Slot numbers

o

—
=
e Dimmgemi:

Table 2-69 Slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0

1 1 1

2 2 2

3 3 3

4 4 4

5 5 5

6 6 6

7 7

8 8 8N0te

9 9 9Note

10 10 1QNote

11 11 1 1Note

40 40 12
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
41 41 13

Note: If the slot is configured with a SAS/SATA drive, the RAID controller card can
manage the drive and allocate a number to the drive.

2.2.5.1.312 x 3.5" drive EXP configuration

Drive configuration

Table 2-70 Drive configuration

Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
12x3.5"drive | ® Frontdrive: | ® I/O module - e SAS/SATA
EXP 12x 3.5" 1:2x3.5" drive: 1 x
configuration 1 _ Slots 0 to _ Slots 40 screw-in
11 and 41 RAID
support support controller
only only card
SAS/SAT SAS/SAT e NVMe
A drives. A drives. drive: CPU
* ]/O module
3:4x2.5"
- Slots 44
to 47
support
only
NVMe
drives®.
12x3.5"drive | ® Frontdrive: | ® I/O module | - e SAS/SATA
EXP 12x3.5" 1: 2x3.5" drive: 1 x
configuration 2 _ Slots 0 to _ Slots 40 PCle RAID
11 and 41 controller
support support card
only only The PCle
SAS/SAT SAS/SAT RAID
A drives. A drives. controller
e /O module card must be
3: 4x 2.5u installed in
slot 1.
- Slots 44
to 47 e NVMe
support drive: CPU
only
NVMe
drives?.
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
12 x 3.5" drive e Frontdrive: | ® I/O module e Built-in e SAS/SATA
EXP 12x3.5" 1: 2x3.5" drive: 4 x drive: 1 x
configuration 3 _ Slots 0 to _ Slots 40 35" screw-in
11 and 41 ~ Slots 36 RAID
support support to 39 controller
only only support card
SAS/SAT SAS/SAT only e NVMe
A drives. A drives. SAS/SAT drive: CPU
e 1/O module A drives.
3:4x2.5"
- Slots 44
to 47
support
SAS/SAT
A/NVMe
drives?.
12x3.5"drive | ® Frontdrive: | ® I/O module e Built-in e SAS/SATA
EXP 12x3.5" 1: 2x3.5" drive: 4 x drive: 1 x
configuration 4 _ Slots 0 to _ Slots 40 3.5" PCle RAID
11 and 41 - Slots 36 controller
support support to 39 card
only only support The PCle
SAS/SAT SAS/SAT only RAID
A drives. A drives. SAS/SAT controller
e 1/O module A drives. card must be
3-4x25" installed in
slot 1.
- Slots 44
to 47 * NVMe
support drive: CPU
SAS/SAT
A/NVMe
drives®.
12 x 3.5" drive e Frontdrive: | ® I/O module - e SAS/SATA
EXP 12 x 3.5" 1:2x3.5" drive: 1 x
configuration 5 _ Slots 0 to _ Slots 40 screw-in
controller controller
support support
cards) Onll)}l,) 0155 card + 1 x
SAS/SAT SAS/SAT PCle RAID
A drives. A drives. con(;roller
card.
® ]/O module
RAID
- Slots 44 controller
to 47 card must be
support configured
only in the
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Slot numbers

Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode

NVMe built-in
drives?. PCle slot.

- The
screw-in
RAID
controlle
r card
manages
the
SAS/SAT
A drives
in slots
40 to 41.

- The PCle
RAID
controlle
r card
manages
SAS/SAT
A drives
in slots 0
to 11.

e NVMe
drive: CPU

® a: The server with CPU 2 supports NVMe drives, but the server with a single CPU does
not support NVMe drives.

* Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

Drive slot numbers of 12 x 3.5" drive EXP configuration 1 and 12 x 3.5" drive EXP
configuration 2 in Table 2-70
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Figure 2-146 Slot numbers

Table 2-71 Slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0

1 1 1

2 2 2

3 3 3

4 4 4

5 5 5

6 6 6

7 7 7

8 8 8

9 9

10 10 10

11 11 11

40 40 12

41 41 13

44 44 -

45 45 §

46 46 -

47 47 -
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®  Drive slot numbers of 12 x 3.5" drive EXP configuration 3 and 12 x 3.5" drive EXP
configuration 4 in Table 2-70

Figure 2-147 Slot numbers

Table 2-72 Slot numbers
Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
8 8 8
9 9 9
10 10 10
11 11 11
36 36 8
37 37 9
38 38 10
39 39 11
40 40 12
41 41 13
44 44 ] 2Note
45 45 ] 3Note
46 46 [4Note
47 47 ] 5Note
® Note: If the slot is configured with a SAS/SATA drive, the RAID controller card can
manage the drive and allocate a number to the drive.
® [f duplicate RAID controller card numbers are displayed, identify the RAID controller
cards based on the EID.

®  Drive slot numbers of 12 x 3.5" drive EXP configuration 5 (dual RAID controller cards)
in Table 2-70

Figure 2-148 Slot numbers
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Table 2-73 Slot numbers

Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0

1 1 1

2 2 2

3 3 3

4 4 4

5 5 5

6 6 6

7 7

8 8 8

9 9 9

10 10 10

11 11 11

40 40 0

41 41 1

44 44 -

45 45 -

46 46 -

47 47 -

2.2.5.1.4 25 x 2.5" drive EXP configuration

Drive configuration

Table 2-74 Drive configuration

Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
25x2.5"drive | ® Frontdrive: | ® /O module | - e SAS/SATA
EXP 25 x2.5" 1:2x3.5" drive: 1 x
configuration 1 _ Slots 0 to _ Slots 40 screw-in
24 and 41 RAID
support support controller
only only card
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
SAS/SAT SAS/SAT * NVMe
A drives. A drives. drive: CPU
® ]/O module
3:4x2.5"
- Slots 44
to 47
support
only
NVMe
drives®.
25x2.5"drive | ® Frontdrive: |® I/O module | - e SAS/SATA
EXP 25x2.5" 1:2x3.5" drive: 1 x
configuration 2 _ Slots 0 to _ Slots 40 PCle RAID
24 and 41 controller
support support card
only only The PCle
SAS/SAT SAS/SAT RAID
A drives. A drives. controller
e /O module card must be
3:4x2.5" installed in
slot 1.
- Slots 44
to 47 e NVMe
support drive: CPU
only
NVMe
drives®.
25 x 2.5" drive ® Frontdrive: | ® I/O module - e SAS/SATA
EXP 25x2.5" 1: 2x3.5" drive: 1 x
configuration 3 _ Slots O to _ Slots 40 screw-in
24 and 41 RAID
support support controller
only only card
SAS/SAT SAS/SAT e NVMe
A drives. A drives. drive: CPU
® J/O module
3:4x2.5"
- Slots 44
to 47
support
SAS/SAT
A/NVMe
drives?.
25 x 2.5" drive ® Frontdrive: | ® I/O module - e SAS/SATA
EXP 25x2.5" 1:2x3.5" drive: 1 x
configuration 4 ~ Slots 0 to _ Slots 40 PCle RAID
24 and 41 controller
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode
support support card
only only The PCle
SAS{SAT SAS/SAT RAID
A drives. A drives. controller
¢ J/O module card must be
3:4x2.5" installed in
— Slots 44 slot 1.
to 47 e NVMe
support drive: CPU
SAS/SAT
A/NVMe
drives?.
25x2.5"drive | ® Frontdrive: | ® I/O module - e SAS/SATA
EXP 25x2.5" 1:2x3.5" drive: 1 x
configuration 5 _ Slots 0 to _ Slots 40 screw-in
controller support support controller
cards) only only card + 1 x
SAS/SAT SAS/SAT PCle RAID
A drives. A drives. controller
card.
® /O module
3:4x2.5" The PCle
RAID
- Slots 44 controller
to 47 card must be
support configured
only in the
NVMe built-in
drives®. PCle slot.
- The
screw-in
RAID
controlle
r card
manages
the
SAS/SAT
A drives
in slots
40 to 41.
-~ The PCle
RAID
controlle
r card
manages
SAS/SAT
A drives
in slots 0
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Configuration | Front Drive Rear Drive Built-in Drive | Drive
Management
Mode

to 24.

e NVMe
drive: CPU

® a: The server with CPU 2 supports NVMe drives, but the server with a single CPU does
not support NVMe drives.

® Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

Slot numbers

®  Drive slot numbers of 25 x 2.5" drive EXP configuration 1 and 25 x 2.5" drive EXP
configuration 2 in Table 2-74

Figure 2-149 Slot numbers

=2 lﬁ==r§===l. ﬁga_"—!_ #i.
Table 2-75 Slot numbers
Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

8 8 8
9 9 9
10 10 10
11 11 11
12 12 12
13 13 13
14 14 14
15 15 15
16 16 16
17 17 17
18 18 18
19 19 19
20 20 20
21 21 21
22 22 22
23 23 23
24 24 24
40 40 25
41 41 26
44 44 -
45 45 -
46 46 -
47 47 -

®  Drive slot numbers of 25 x 2.5" drive EXP configuration 3 and 25 x 2.5" drive EXP
configuration 4 in Table 2-74
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Figure 2-150 Slot numbers

Table 2-76 Slot numbers
Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

0 0 0
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
8 8 8
9 9 9
10 10 10
11 11 11
12 12 12
13 13 13
14 14 14
15 15 15
16 16 16
17 17 17
18 18 18
19 19 19
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller

20 20 20

21 21 21

22 22 22

23 23 23

24 24 24

40 40 25

41 41 26

44 44 gNote

45 45 gNote

46 46 1QNote

47 47 ] ] Note

® Note: If the slot is configured with a SAS/SATA drive, the RAID controller card can
manage the drive and allocate a number to the drive.

e If duplicate RAID controller card numbers are displayed, identify the RAID controller

cards based on the EID.

®  Drive slot numbers of 25 x 2.5" drive EXP configuration 5 (dual RAID controller cards)

in Table 2-74

Figure 2-151 Slot numbers

Table 2-77 Slot numbers
Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
0 0 0
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Drive No. Drive Number Identified | Drive Number Identified
by the iBMC by the RAID Controller
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
8 8 8
9 9
10 10 10
11 11 11
12 12 12
13 13 13
14 14 14
15 15 15
16 16 16
17 17 17
18 18 18
19 19 19
20 20 20
21 21 21
22 22 22
23 23 23
24 24 24
40 40 0
41 41 1
44 44 -
45 45 -
46 46 -
47 47 -
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2.2.5.2 Drive Indicators
SAS/SATA Drive Indicators

Figure 2-152 SAS/SATA drive indicators

Drive fault indicator

Drive activity indicator

Table 2-78 SAS/SATA drive indicators

Activity Indicator | Fault Indicator Description

(Green) (Yellow)

Off Off The drive is not in position.

Steady on Off The drive is detected.

Blinking at 4 Hz Off Data is being read or written properly, or
data on the primary drive is being rebuilt.

Steady on Blinking at 1 Hz The drive is being located.

Blinking at 1 Hz Blinking at 1 Hz Data on the secondary drive is being rebuilt.

Off Steady on A drive in a RAID array is removed.

Steady on Steady on The drive is faulty.

NVMe Drive Indicators

Figure 2-153 NVMe drive indicators

Drive fault indicator

Drive activity indicator
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o [If the VMD function is enabled and the latest VMD driver is installed, the NVMe drives
support surprise hot swap.
Table 2-79 NVMe drive indicators (VMD enabled)
Activity Indicator | Fault Indicator Description
(Green) (Yellow)
Off Off The NVMe drive is not detected.
Steady on Off The NVMe drive is detected and operating
properly.
Blinking at 2 Hz Off Data is being read from or written to the
NVMe drive.
Off Blinking at 2 Hz The NVMe drive is being located.
Off Blinking at 8 Hz The data on the secondary NVMe drive is
being rebuilt.
Steady on/Off Steady on The NVMe drive is faulty.
® [f the VMD function is disabled, NVMe drives support only orderly hot swap.
Table 2-80 NVMe drive indicators (VMD disabled)
Activity Indicator | Fault Indicator Description
(Green) (Yellow)
Off Off The NVMe drive is not detected.
Steady on Off The NVMe drive is detected and operating
properly.
Blinking at 2 Hz Off Data is being read from or written to the
NVMe drive.
Off Blinking at 2 Hz The NVMe drive is being located or
hot-swapped.
Off Blinking at 0.5 Hz The NVMe drive has completed the hot
swap process and is removable.
Steady on/Off Steady on The NVMe drive is faulty.
M.2 FRU Indicators

The server supports the Avago SAS3004iMR RAID controller card, which supports two M.2

FRUs.
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Figure 2-154 M.2 FRU indicators

M.2 FRU fault indicator  M.2 FRU activity indicator

EEE4E EEEEn

- -

= o @20 g
.
Table 2-81 M.2 FRU indicators
M.2 FRU Active M.2 FRU Fault Description
Indicator (Green) Indicator (Yellow)
Off Off The M.2 FRU is not detected.
Steady on Off The M.2 FRU is inactive.
Blink Off The M.2 FRU is in the read/write or
synchronization state.
Steady on Blink The M.2 FRU is being located.
Blink Blink The RAID array is being rebuilt.
Off Steady on The M.2 FRU cannot be detected or
is faulty.
Steady on Steady on The M.2 FRU RAID status is
abnormal.

2.2.5.3 RAID Controller Card

The RAID controller card supports RAID configuration, RAID level migration, and drive
roaming.

®  (Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

®  For details about the RAID controller card, see V6 Server RAID Controller Card User
Guide.

2.2.6 Network
2.2.6.1 OCP 3.0 Network Adapters

OCP 3.0 network adapters provide network expansion capabilities.
®  The FlexIO slot supports the OCP 3.0 network adapter, which can be configured as
required.

®  (Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.
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®  For details about the OCP 3.0 network adapter, see the documents of each OCP 3.0
network adapter.

2.2.7 I/O Expansion
2.2.7.1 PCIe Card

PCle cards provide ease of expandability and connection.

® A maximum of five PCle 3.0 and two PCle 4.0 slots are supported.

®  Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

2.2.7.2 PCle Slots

PClIe Slots

Figure 2-155 PCle slots

Built-in PCle slot

Slot 2
Slot 3
Slot 4

®  [/O module 3 provides slots 5 and 6. If a one-slot PCle riser module is used, slot 5 is
unavailable.

®  The mainboard provides PCle slots 1, 2, 3, and 4, and a built-in PCle slot.
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PClIe Riser Module
®  PClIe riser module
Provides PCle slots 5 and 6 when installed in I/O module 3.

Figure 2-156 PCle riser module

Slot 6

PSU connector

LP Slimline 3
LP Slimline 4

®  PCle riser module
Provides PCle slot 6 when installed in I/O module 3.
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Figure 2-157 PCle riser module

Slot 6

PSU connector

LP Slimline 3
LP Slimline 4

2.2.7.3 PClIe Slot Description

L1 NOTE

The PCle slots mapping to a vacant CPU socket are unavailable.

Table 2-82 PCle slot description

PClIe CPU PClIe Conne | Bus Port Root Device | Slot

Slot Standa | ctor Width | No. Port (B/D/F | Size
rd Width (B/D/F |)
)
Screw-i | CPUL | PCle x8 x8 Port1C | 30/4/0 | 33/0/0 | -
n 3.0
RAID
controll
er card

FlexIO | CPU1 PCle x16 x16 PortOA | 16/2/0 | 17/0/0 | OCP
card 3.0 3.0
specific
ations

Built-in | CPU1 PCle x16 x16 Port3A | 64/2/0 65/0/0 Half-he

PClIe 3.0 ight

slot and
half-len
gth

Slot 1 CPU1 PCle x8 x8 PortlA | 30/2/0 | 31/0/0 | Half-he
ight
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PCle CPU PCle Conne | Bus Port Root Device | Slot

Slot Standa | ctor Width | No. Port (B/D/F | Size
rd Width (B/DJFE |)
)

3.0 and
half-len
gth

Slot 2 CPU1 PCle x16 x16 Port2A | 4A/2/0 | 4B/0/0 | Half-he

3.0 ight
and
half-len
gth

Slot 3 CPU2 PCle x16 x16 PortOA | 97/2/0 | 98/0/0 | Half-he

3.0 ight
and
half-len
gth

Slot 4 CPU2 PCle x16 x16 PortlA | B0/2/0 | B1/0/0 | Half-he

3.0 ight
and
half-len
gth

Slot5 CPU2 PCle x16 o 2.5l [ Port2A | C9/2/0 | CA/0/0 | Full-hei

4.0 ot ght and

PR half-len
M: gth
x8
* |-l
ot
PR
M:
N/A
Slot6 CPU2 PCle x16 e 2.5l [ Port2C | C9/4/0 | CC/0/0 | Full-hei
4.0 ot ght and
PR half-len
M: gth
X8
e |-l
ot
PR
M:
x16

¢ The B/D/F (Bus/Device/Function Number) is the default value when the server is fully
configured with PCle cards. The value may differ if the server is not fully configured
with PCle cards or if a PCle card with a PCI bridge is configured.

® Root Port (B/D/F) indicates the B/D/F of an internal PCle root port of the processor.

® Device (B/D/F) indicates the B/D/F (bus address displayed on the OS) of an onboard or
extended PCle device.
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2.2.8 PSUs

PCle CPU PCle Conne | Bus Port Root Device | Slot

Slot Standa | ctor Width | No. Port (B/D/F | Size
rd Width (B/D/F |)
)

The PCle x16 slots are compatible with PCle x16, PCle x8, PCle x4, and PCle x1 cards.
The PCle cards are not forward compatible. That is, the PCle slot width cannot be
smaller than the PCle card link width.

The full-height half-length (FHHL) PCle slots are compatible with FHHL PCle cards
and half-height half-length (HHHL) PCle cards.

The maximum power supply of each PCle slot is 75 W.

The server supports one or two PSUs.

The server supports AC or DC PSUs.

The PSUs are hot-swappable.

The server supports two PSUs in 141 redundancy.

PSUs of the same part number (P/N code) must be used in a server.

The PSUs are protected against short circuit. Double-pole fuse is provided for the PSUs
with dual input live wires.

If the DC power supply is used, purchase the DC power supply that meets the
requirements of the safety standards or the DC power supply that has passed the CCC
certification.

Contact your local sales representative or see "Search Parts" in the Compatibility
Checker to determine the components to be used.

Figure 2-158 PSU positions

HopaH
L
.
out

LD
—
)

)
) |

2.2.9 Fan Modules

The server supports four fan modules.
The fan modules are hot-swappable.

N+1 redundancy is supported. That is, the server can work properly when a single fan
fails.

The fan speed can be adjusted.

Fan modules of the same part number (P/N code) must be used in a server.
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Figure 2-159 Positions of fan modules
Fan modules

L)

2210LCD

] NOTE
Only the 8 x 2.5" drive pass-through configuration supports the LCD.

Function

The LCD displays the installation status and running status of server components and enables
users to set the IP address of the iBMC management network port on the server.

The LCD and the server iBMC form an LCD subsystem. The LCD directly obtains device
information from the iBMC. The LCD subsystem does not store device data.
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Figure 2-160 LCD subsystem working principle
Server
IBMC
TTL senal port
LCD
Ul

Figure 2-161 LCD main interface

- Status Monitor

Fost Code: 0X00 SN:

Table 2-83 Parameters on the LCD home screen

Tab Function

Status Displays the port 80 status, serial number, component status,
and component alarms of the server.

Monitor Displays the current power, CPU temperature, and inlet
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Tab Function
temperature of the server.

Info. Displays the IP address and MAC address of the iBMC
management network port, device SN, asset information, and
firmware version.

Setting Sets the IP address of the iBMC management network port.

For details about how to use the LCD module, see FusionServer Rack Server LCD User

Guide.
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2.2.11 Board
2.2.11.1 Mainboard

Figure 2-162 2288H V6-16DIMM mainboard
1

2 3 4

(]

[ e
QWo~NOY U1 AWN—O

1 PCle slot 4 (PCIE 2 PCle slot 3 (PCIE
SLOT4/J2034) SLOT3/J2035)

3 PCle slot 2 (PCIE 4 PCle slot 1 (PCIE
SLOT2/J2033) SLOT1/J2032)
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5 BMC management network 6 USB 3.0 port (USB 3.0
port and management serial CONN/J17)
port (BMC_GE/COM/J2038)
7 LCD connector (LCD 8 OCP 3.0 network adapter
CONN/J9) connector (OCP1
CONN/J108)
9 Built-in USB 3.0 connector 10 VGA port (VGA
(INNER USB 3.0/J110) CONN/J2037)
11 Screw-in RAID controller 12 TPM/TCM connector (J10)
card connector (RAID
CARD/J86)
13 SATA connector 2 14 mini-SAS HD connector C
(SATA2/12) (MINIHD PORTC/J4)
15 mini-SAS HD connector B 16 Rear-drive backplane power
(MINIHD PORTB/J5) connector 1 (REAR BP
PWR1/J64)
17 SATA connector 1 18 mini-SAS HD connector A
(SATA1/ID) (MINIHD PORTA/J6)
19 NC-SI connector (NCSI 20 Cell battery holder (U9)
CONN/J114)
21 Built-in PCle slot (PCle 22 Fan module 4 connector
SLOT7/J2036) (FAN4/198)
23 VROC key connector (Soft 24 Fan module 3 connector
RAID KEY/J3)? (FAN3/195)
25 Intrusion sensor connector 26 Low-speed signal connector
(INTRUDER CONN/S1) for the front-drive backplane
(FRONT HDD BP/J75)
27 Fan module 2 connector 28 Fan module 1 connector
(FAN2/I91) (FAN1/J67)
29 Left mounting ear connector 30 Power connector for the
(LCID BOARD/J106) built-in-drive backplane
(INNER HDD PWR/J22)
31 Low-speed signal connector 32 Power connector for the
for the built-in-drive front-drive backplane (HDD
backplane (INNER HDD BP PWR1/]88)
BP/J27)
33 Rear-drive backplane power 34 CPU2 LP Slimline 4
connector 2 (REAR BP connector (SLIMLINE4/J12)
PWR2/J20)
35 CPU2 LP Slimline 3 36 PSU 2 connector (PSU2/J56)
connector (SLIMLINE3/J85)
37 PSU 1 connector (PSU1/J28) | 38 Rear 4 x 2.5" drive backplane
low-speed signal connector

2022-08-12

206




FusionServer 2288H V6 Server
User Guide 2 Hardware Description

(REAR 4*2.5 HDD BP/J57)

a: Reserved and unavailable currently.

2.2.11.2 Drive Backplane

Front hard disk backplane

® 8 x2.5"drive pass-through backplane

All drive configurations in 2.2.5.1.1 8 x 2.5" drive pass-through configuration support
this backplane.

Figure 2-163 8 x 2.5" drive pass-through backplane
1 2 3

6 5 4
1 Indicator signal cable 2 DVD drive power connector
connector (REAR BP1/J3) (DVD/J11)
NOTE
Reserved and unavailable
currently.
3 Backplane signal cable 4 Power connector
connector (HDD BP/J1) (POWER/J2)
5 Mini-SAS HD connector 6 Mini-SAS HD connector
(PORT A/J28) (PORT B/J29)

® 12 x3.5" drive pass-through backplane
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This backplane is supported by 12 x 3.5" drive pass-through configuration 1, 12 x 3.5"
drive pass-through configuration 2, and 12 x 3.5" drive pass-through configuration 3 in
2.2.5.1.2 12 x 3.5" drive pass-through configuration.

Figure 2-164 12 x 3.5" drive pass-through backplane
1 2 3 4 5 6

7
1 Indicator signal cable 2 Mini-SAS HD connector
connector (REAR BP0/J7) (PORT C/15)
3 Mini-SAS HD connector 4 Backplane signal cable
(PORT B/J4) connector (HDD BP/J6)
5 Mini-SAS HD connector 6 Indicator signal cable
(PORT A/J3) connector (REAR BP1/J8)
7 Power connector - -
(POWER/J1)

® 12x3.5" drive NVMe backplane (4 x NVMe)

This backplane is supported by 12 x 3.5" drive pass-through configuration 1 (4 x NVMe),
12 x 3.5" drive pass-through configuration 2 (4 x NVMe), and 12 x 3.5" drive
pass-through configuration 3 (4 x NVMe) in 2.2.5.1.2 12 x 3.5" drive pass-through
configuration.

Figure 2-165 12 x 3.5" drive NVMe backplane (4 x NVMe)
1 2 3 4

(43}
(o)}

9 8 7
1 Indicator signal cable 2 Mini-SAS HD connector
connector (REAR BP0/J30) (PORT C/136)
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3 Mini-SAS HD connector 4 Mini-SAS HD connector
(PORT B/J29) (PORT A/J28)

5 Backplane signal cable 6 Indicator signal cable
connector (HDD_BP/J1) connector (REAR BP1/J31)

7 Backplane power connector 8 LP slimline 1 connector
(HDD_BP/J24) (SLIMLINE 1/J4)

9 LP slimline 2 connector - -
(SLIMLINE 2/J37)

® 12x3.5" drive EXP backplane

All drive configurations in 2.2.5.1.3 12 x 3.5" drive EXP configuration support this
backplane.

Figure 2-166 12 x 3.5" drive EXP backplane
1 2 3 4 5 6 7

1 Indicator signal cable 2 Mini-SAS HD connector
connector (REAR BP0/J31) (PORT A/J28)

3 Mini-SAS HD connector 4 mini-SAS HD connector
(PORT B/J29) (REAR PORT/J34)

5 Backplane signal cable 6 Power connector
connector (HDD BP/J35) (POWER/J24)

7 Indicator signal cable - -
connector (REAR BP1/J32)

® 25x2.5"drive backplane

All drive configurations in 2.2.5.1.4 25 x 2.5" drive EXP configuration support this
backplane.
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Figure 2-167 25 x 2.5" drive backplane

Indicator signal cable
connector (REAR BP0/J32)

Mini-SAS HD connector
(PORT A/J28)

3 Mini-SAS HD connector Mini-SAS HD connector
(PORT B/J29) (REAR PORT/J31)

5 Backplane signal cable Power connector
connector (HDD_BP/J1) (POWER/J24)

7 Indicator signal cable -
connector (REAR BP1/J35)

Built-in-Drive Backplane
® 4 x3.5" drive backplane
Figure 2-168 4 x 3.5" drive backplane
2 3

Mini-SAS HD connector
(PORT A/I3)

Backplane signal cable
connector (INNER HDD
BP/J1)

Backplane power connector
(INNER HDD PWR/J2)

Rear-drive backplane

® 2 x3.5" drive backplane
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Figure 2-169 2 x 3.5" drive backplane
1 2 3

1 Indicator signal cable 2 mini-SAS HD connector
connector (REAR BP/J5) (REAR PORT/J2)

3 Power connector (BP - -
PWR/J1)

® 4 x2.5"drive backplane

Figure 2-170 4 x 2.5" drive backplane
1 2 3 4 5

1 LP slimline 4 connector 2 Power connector
(SLIM_4/J1001) (POWR/J2502)

3 LP slimline 3 connector 4 Backplane signal cable
(SLIM_3/1901) connector (HDD BP/J2302)

5 mini-SAS HD connector (Port | - -
A/J801)
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Product Specifications

3.1 2288H V6-32DIMM
3.2 2288H V6-16DIMM

3.1 2288H V6-32DIMM

3.1.1 Technical Specifications

Table 3-1 Technical specifications

Component

Specifications

Form factor

2U rack server

Chipset

Intel® C621A

Processor

Supports one or two processors.

¢ Third-generation Intel® Xeon® Scalable Ice Lake
processors

® Built-in memory controller and eight memory channels per
processor

® Built-in PClIe controller, supporting PCle 4.0 and 64 lanes
per processor

® Three UPI buses between processors, providing up to 11.2
GT/s transmission per channel

* Up to 40 cores

* Max. 3.6 GHz

® Min. 1.5 MB L3 cache per core
e Max. 270 W TDP

NOTE

The preceding information is for reference only. For details, see
"Search Parts" in the Compatibility Checker.

DIMM

Supports 32 memory module slots.

e Up to 32 DDR4 memory modules
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Component

Specifications

- RDIMM and LRDIMM support
- Max. 3200 MT/s memory speed

- The DDR4 memory modules of different types
(RDIMM and LRDIMM) and specifications (capacity,
bit width, rank, and height) cannot be used together.

- A server must use DDR4 memory modules of the same
part number (P/N code).

e Up to 16 PMem modules

- The PMem modules must be used with the DDR4
memory modules, and only one PMem module can be
installed in each memory channel.

- The PMem modules support the AD or MM mode.
- Max. 3200 MT/s memory speed

- The PMem modules of different specifications (capacity
and rank) cannot be used together.

- For details about the PMem modules, see FusionServer
PMem 200 User Guide.

NOTE

The preceding information is for reference only. For details, see
"Search Parts" in the Compatibility Checker.

Storage

Supports a variety of drive configurations. For details, see
2.1.5.1 Drive Configurations .

®  Supports two M.2 SSDs.

- M.2 SSDs are supported for RAID configuration when
the server is configured with an Avago SAS3004iMR
RAID controller card.

NOTE

e The M.2 SSD is used only as a boot device for installing the OS.
Small-capacity (32 GB or 64 GB) M.2 SSDs do not support
logging due to poor endurance. If a small-capacity M.2 SSD is
used as the boot device, a dedicated log drive or log server is
required for logging. For example, you can dump VMware logs in
either of the following ways:

e Redirect /scratch. For details, see
https://kb.vmware.com/s/article/1033696.

e Configure syslog. For details, see
https://kb.vmware.com/s/article/2003322.

e The M.2 SSD cannot be used to store data due to poor endurance.
In write-intensive applications, the M.2 SSD will wear out in a
short time.

If you want to use SSDs or HDDs as data storage devices, use
enterprise-level SSDs or HDDs with high DWPD.

o The M.2 SSD is not recommended for write-intensive service
software due to poor endurance.

e Do not use M.2 SSDs for cache.
® Supports hot swap of SAS/SATA/NVMe U.2 drives.
NOTE
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Component

Specifications

The NVMe drives support:

e Before using the VMD function, contact technical support
engineers of the OS vendor to check whether the OS supports the
VMD function. If yes, check whether the VMD driver needs to be
manually installed and check the installation method.

®  Surprise hot swap if the VMD function is enabled and the latest
Intel VMD driver is installed.

e Orderly hot swap if the VMD function is disabled.

® Supports a variety of RAID controller cards. For details,
see "Search Parts" in the Compatibility Checker.

- The RAID controller card supports RAID configuration,
RAID level migration, and drive roaming.

- The RAID controller card supports a supercapacitor for
power-off protection to ensure user data security.

- The PCle RAID controller card occupies one PCle slot.

For details about the RAID controller card, see V6 Server
RAID Controller Card User Guide.

NOTE
If the BIOS is in legacy mode, the 4K drive cannot be used as the boot
drive.

Network

Supports expansion capability of multiple types of networks.
® OCP 3.0 network adapter

- The two FlexIO card slots support two OCP 3.0 network
adapter respectively, which can be configured as
required.

- Supports orderly hot swap.

NOTE
The OCP 3.0 network adapter supports orderly hot swap only when the
VMD function is disabled.
- Supports a variety of OCP 3.0 network adapters. For
details, see "Search Parts" in the Compatibility Checker.

I/O expansion

Supports PCle slots.

® Server model with drive module or PCle riser module
(PRM) on the rear panel: one PCle slot dedicated for a
screw-in RAID controller card, two FlexIO slots dedicated
for OCP 3.0 network adapters, and eight slots for standard
PCle cards.

® Server model with four GPU cards installed on the rear
panel: one PCle slot dedicated for a screw-in RAID
controller card, two FlexIO slots dedicated for OCP 3.0
network adapters, and five slots for PCle cards.

® Server model with 11 standard PCle cards installed on the
rear panel: one PCle slot dedicated for a screw-in RAID
controller card, two FlexIO slots dedicated for OCP 3.0
network adapters, and 11 slots for standard PCle cards.

For details, see 2.1.7.2 PCle Slots and 2.1.7.3 PCle Slot
Description.
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Component

Specifications

NOTE

The preceding information is for reference only. For details, see
"Search Parts" in the Compatibility Checker.

Port

Supports a variety of ports.
® Ports on the front panel:

- One USB Type-C iBMC direct connect management
port

- Two USB 3.0 ports

- One DB15 VGA port
® Ports on the rear panel:

- Two USB 3.0 ports

- One DB15 VGA port

- One RJ45 serial port

- One RJ45 management network port
® Built-in ports:

- One USB 3.0 port

- Two SATA ports

NOTE

You are not advised to install the operating system on the USB storage
media.

Video card

An SM750 video chip with 32 MB display memory is
integrated on the mainboard. The maximum display resolution
is 1920 x 1200 at 60 Hz with 16 M colors.

NOTE

e The integrated video card can provide the maximum display
resolution (1920 x 1200) only after the video card driver matching
the operating system version is installed. Otherwise, only the
default resolution supported by the operating system is provided.

e If both the front and rear VGA ports are connected to monitors,
only the monitor connected to the front VGA port displays
information.

System management

e UEFI
e iBMC
e NC-SI

® Integration with third-party management systems

Security feature

® Power-on password

® Administrator password

® TCM (only in China)/TPM
® Secure boot

* Front bezel (optional)

® (Chassis cover opening detection
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3.1.2 Environmental Specifications

Table 3-2 Environmental specifications

non-condensing)

Category Specifications
Temperature ® Operating temperature: 5°C to 45°C (41°F to 113°F)
(ASHRAE Classes Al to A4 compliant)
e Storage temperature (within three months): —30°C to +60°C
(—22°F to 140°F)
® Storage temperature (within six months): —15°C to +45°C
(5°Fto 113°F)
® Storage temperature (within one year): —10°C to +35°C
(14°F to 95°F)
® Maximum rate of temperature change: 20°C (36°F) per
hour, 5°C (9°F) per 15 minutes
NOTE
The highest operating temperature varies depending on the server
configuration. For details, see A.3.1 2288H V6-32DIMM.
Relative humidity (RH, ® Operating humidity: 8% to 90%

Storage humidity (within three months): 8% to 85%
Storage humidity (within six months): 8% to 80%
Storage humidity (within one year): 20% to 75%
Maximum humidity change rate: 20%/h

Air volume

> 204 cubic feet per minute (CFM)

Operating altitude

<3050 m (10006.44 ft)

When the server configuration complies with ASHRAE
Classes Al and A2 and the altitude is above 900 m
(2952.76 ft), the highest operating temperature decreases by
1°C (1.8°F) for every increase of 300 m (984.24 ft).

When the server configuration complies with ASHRAE
Class A3 and the altitude is above 900 m (2952.76 ft), the
highest operating temperature decreases by 1°C (1.8°F) for
every increase of 175 m (574.14 ft).

When the server configuration complies with ASHRAE
Class A4 and the altitude is above 900 m (2952.76 ft), the
highest operating temperature decreases by 1°C (1.8°F) for
every increase of 125 m (410.1 ft).

HDDs cannot be used at an altitude of over 3050 m
(10006.44 ft).

Corrosive gaseous
contaminant

Maximum corrosion product thickness growth rate:

Copper corrosion rate test: 300 A/month (meeting level G1
requirements of the ANSI/ISA-71.04-2013 standard on
gaseous corrosion)

Silver corrosion rate test: 200 A/month

Particle contaminant

The equipment room environment meets the requirements
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3.1.3 Physical Specifications

Category

Specifications

of ISO 14664-1 Class 8.
® There is no explosive, conductive, magnetic, or corrosive
dust in the equipment room.

NOTE

It is recommended that the particulate pollutants in the equipment room
be monitored by a professional organization.

Acoustic noise

The declared A-weighted sound power levels (LWAd) and
declared average bystander position A-weighted sound
pressure levels (LpAm) listed are measured at 23°C (73.4°F) in
accordance with ISO 7779 (ECMA 74) and declared in
accordance with ISO 9296 (ECMA 109).

e Idle:
- LWAdJ: 5.73 Bels
- LpAm:40.2 dBA
® Operating:
- LWAdJ: 6.62 Bels
- LpAm:49.1 dBA

NOTE

Actual sound levels generated during server operation vary depending
on server configuration, load, and ambient temperature.

[ NOTE

SSDs and HDDs (including NL-SAS, SAS, and SATA) cannot be preserved for a long time in the
power-off state. Data may be lost or faults may occur if the preservation duration exceeds the specified
maximum duration. When drives are preserved under the storage temperature and humidity specified in
the preceding table, the following preservation time is recommended:

e Maximum preservation duration of SSDs:

® 12 months in power-off state without data stored

e 3 months in power-off state with data stored

e Maximum preservation duration of HDDs:

e 6 months in unpacked/packed and powered-off state

e The maximum preservation duration is determined according to the preservation specifications
provided by drive vendors. For details, see the manuals provided by drive vendors.

Table 3-3 Physical specifications

Item

Description

Dimensions (H x W x D)

e 35" drive chassis: 86.1 mm x 447 mm x 790 mm (3.39 in.
x 17.60 in. x 31.10 in.)

® 2.5" drive chassis: 86.1 mm x 447 mm x 790 mm (3.39 in.
x 17.60 in. x 31.10 in.)

Figure 3-1 Physical dimensions (example: 3.5" drive chassis)
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Item Description

NOTE

e See Figure 3-1 for methods in measuring physical dimensions of
the chassis.

® Methods measuring 3.5" and 2.5" drive chassis are the same. The
3.5" drive chassis is used as an example.

Installation dimension ® Requirements for cabinet installation:
requirements Cabinet compliant with the International Electrotechnical
Commission (IEC) 297 standard and EIA-310-E standard
- Cabinet width: 482.6 mm (19.00 in.)
- Cabinet depth > 1000 mm (39.37 in.)
® Requirements for guide rail installation:
- L-shaped guide rails: apply only to our company's
cabinets.

- Static rail kit: applies to cabinets with a distance of
543.5 mm to 848.5 mm (21.40 in. to 33.41 in.) between
the front and rear mounting bars.

- Ball bearing rail kit: applies to cabinets with a distance
of 609 mm to 950 mm (23.98 in. to 37.40 in.) between
the front and rear mounting bars.

Fully equipped weight ® Net weight

- Maximum weight for server with 8 x 2.5" front drives:
22.5 kg (49.60 1b)

- Maximum weight for server with 12 x 2.5" front drives:
23.5kg (51.80 1b)

- Maximum weight for server with 12 x 3.5" front drives:
35.5kg (78.26 1b)

- Maximum weight for server with 20 x 2.5" front drives:
25.5 kg (56.22 1b)

- Maximum weight for server with 24 x 2.5" front drives:
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Item

Description

25.5 kg (56.22 1b)

- Maximum weight for server with 20 x 2.5" front drives:
25.5kg (56.22 1b)

® Packaging materials: 5 kg (11.03 Ib)

Energy consumption

The power consumption parameters vary with hardware
configurations (including the configurations complying with
EU ErP). Use the Power Calculator to obtain specific
information.

3.2 2288H V6-16DIMM

3.2.1 Technical Specifications

Table 3-4 Technical specifications

Component

Specifications

Form factor

2U rack server

Chipset

Intel® C621A

Processor

Supports one or two processors.

¢ Third-generation Intel® Xeon® Scalable Ice Lake
processors

® Built-in memory controller and eight memory channels per
processor

® Built-in PCle controller, supporting PCle 4.0 and 64 lanes
per processor

® Three UPI buses between processors, providing up to 11.2
GT/s transmission per channel

* Up to 40 cores

® Max. 3.6 GHz

® Min. 1.5 MB L3 cache per core
® Max. 270 W TDP

NOTE

The preceding information is for reference only. For details, see
"Search Parts" in the Compatibility Checker.

DIMM

* Up to 16 DDR4 memory modules
- RDIMM and LRDIMM support
- Max. 3200 MT/s memory speed

- The DDR4 memory modules of different types
(RDIMM and LRDIMM) and specifications (capacity,
bit width, rank, and height) cannot be used together.
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- A server must use DDR4 memory modules of the same
part number (P/N code).
NOTE

The preceding information is for reference only. For details, see
"Search Parts" in the Compatibility Checker.

Storage Supports a variety of drive configurations. For details, see
2.2.5.1 Drive Configurations .

® Supports two M.2 SSDs.

- M.2 SSDs are supported for RAID configuration when
the server is configured with an Avago SAS3004iMR
RAID controller card.

NOTE

e The M.2 SSD is used only as a boot device for installing the OS.
Small-capacity (32 GB or 64 GB) M.2 SSDs do not support
logging due to poor endurance. If a small-capacity M.2 SSD is
used as the boot device, a dedicated log drive or log server is
required for logging. For example, you can dump VMware logs in
either of the following ways:

o Redirect /scratch. For details, see
https://kb.vmware.com/s/article/1033696.

e Configure syslog. For details, see
https://kb.vmware.com/s/article/2003322.

e The M.2 SSD cannot be used to store data due to poor endurance.
In write-intensive applications, the M.2 SSD will wear out in a
short time.

If you want to use SSDs or HDDs as data storage devices, use
enterprise-level SSDs or HDDs with high DWPD.

o The M.2 SSD is not recommended for write-intensive service
software due to poor endurance.

e Do not use M.2 SSDs for cache.
® Supports hot swap of SAS/SATA/NVMe U.2 drives.
NOTE

The NVMe drives support:

e Before using the VMD function, contact technical support
engineers of the OS vendor to check whether the OS supports the
VMD function. If yes, check whether the VMD driver needs to be
manually installed and check the installation method.

® Surprise hot swap if the VMD function is enabled and the latest
Intel VMD driver is installed.

® Orderly hot swap if the VMD function is disabled.

® Supports a variety of RAID controller cards. For details,
see "Search Parts" in the Compatibility Checker.

- The RAID controller card supports RAID configuration,
RAID level migration, and drive roaming.

- The RAID controller card supports a supercapacitor for
power-off protection to ensure user data security.

- The PCle RAID controller card occupies one PCle slot.

For details about the RAID controller card, see V6 Server
RAID Controller Card User Guide.
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Component Specifications
NOTE
If the BIOS is in legacy mode, the 4K drive cannot be used as the boot
drive.
Network Supports expansion capability of multiple types of networks.

® OCP 3.0 network adapter

- The FlexIO card slot supports OCP 3.0 network
adapters, which can be configured as required.

- Supports orderly hot swap.

NOTE
The OCP 3.0 network adapter supports orderly hot swap only when the
VMD function is disabled.
- Supports a variety of OCP 3.0 network adapters. For
details, see "Search Parts" in the Compatibility Checker.

I/O expansion

Supports 9 PCle slots.

® One PCle slot dedicated for a screw-in RAID controller
card, one FlexIO slot dedicated for an OCP 3.0 network
adapter, and seven PCle slots for standard PCle cards.

For detalils, see 2.2.7.2 PCle Slots and 2.2.7.3 PCle Slot
Description.
®  Support GPU cards.

NOTE

The preceding information is for reference only. For details, see
"Search Parts" in the Compatibility Checker.

Port

Supports a variety of ports.
® Ports on the rear panel:

- Two USB 3.0 ports

- One DB15 VGA port

- One RJ45 serial port

- One RJ45 management network port
® Built-in ports:

- One USB 3.0 port

- Two SATA ports

NOTE

You are not advised to install the operating system on the USB storage
media.

Video card

An SM750 video chip with 32 MB display memory is
integrated on the mainboard. The maximum display resolution
is 1920 x 1200 at 60 Hz with 16 M colors.

NOTE

The integrated video card can provide the maximum display resolution
(1920 x 1200) only after the video card driver matching the operating
system version is installed. Otherwise, only the default resolution
supported by the operating system is provided.

System management

e UEH
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Component

Specifications

iBMC
NC-SI

Integration with third-party management systems

Security feature

Power-on password
Administrator password
TCM (only in China)/TPM
Secure boot

Front bezel (optional)

Chassis cover opening detection

3.2.2 Environmental Specifications

Table 3-5 Environmental specifications

non-condensing)

Category Specifications
Temperature ® Operating temperature: 5°C to 45°C (41°F to 113°F)
(ASHRAE Classes Al to A4 compliant)
® Storage temperature (within three months): —30°C to +60°C
(-22°F to 140°F)
® Storage temperature (within six months): —15°C to +45°C
(5°Fto 113°F)
® Storage temperature (within one year): —10°C to +35°C
(14°F to 95°F)
® Maximum rate of temperature change: 20°C (36°F) per
hour, 5°C (9°F) per 15 minutes
NOTE
The highest operating temperature varies depending on the server
configuration. For details, see A.3.2 2288H V6-16DIMM.
Relative Humidity (RH, | ® Operating humidity: 8% to 90%

Storage humidity (within three months): 8% to 85%
Storage humidity (within six months): 8% to 80%
Storage humidity (within one year): 20% to 75%
Maximum humidity change rate: 20%/h

Air volume

>204 CFM

Operating altitude

<3050 m (10006.44 ft)

When the server configuration complies with ASHRAE
Classes Al and A2 and the altitude is above 900 m
(2952.76 ft), the highest operating temperature decreases by
1°C (1.8°F) for every increase of 300 m (984.24 ft).

When the server configuration complies with ASHRAE
Class A3 and the altitude is above 900 m (2952.76 ft), the
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Category

Specifications

highest operating temperature decreases by 1°C (1.8°F) for
every increase of 175 m (574.14 ft).

® When the server configuration complies with ASHRAE
Class A4 and the altitude is above 900 m (2952.76 ft), the
highest operating temperature decreases by 1°C (1.8°F) for
every increase of 125 m (410.1 ft).

e HDDs cannot be used at an altitude of over 3050 m
(10006.44 ft).

Corrosive gaseous
contaminant

Maximum corrosion product thickness growth rate:

® Copper corrosion rate test: 300 A/month (meeting level G1
requirements of the ANSI/ISA-71.04-2013 standard on
gaseous corrosion)

e Silver corrosion rate test: 200 A/month

Particle contaminant

® The equipment room environment meets the requirements
of ISO 14664-1 Class 8.

® There is no explosive, conductive, magnetic, or corrosive
dust in the equipment room.

NOTE

It is recommended that the particulate pollutants in the equipment room
be monitored by a professional organization.

Acoustic noise

The declared A-weighted sound power levels (LWAd) and
declared average bystander position A-weighted sound
pressure levels (LpAm) listed are measured at 23°C (73.4°F) in
accordance with ISO 7779 (ECMA 74) and declared in
accordance with ISO 9296 (ECMA 109).

e Idle:
- LWAd: 5.98 Bels
- LpAm: 42.6 dBA
® Running:
- LWAd: 6.68 Bels
- LpAm:49.5 dBA

NOTE

Actual sound levels generated during server operation vary depending
on server configuration, load, and ambient temperature.

[ NOTE

SSDs and HDDs (including NL-SAS, SAS, and SATA) cannot be preserved for a long time in the
power-off state. Data may be lost or faults may occur if the preservation duration exceeds the specified
maximum duration. When drives are preserved under the storage temperature and humidity specified in
the preceding table, the following preservation time is recommended:

e Maximum preservation duration of SSDs:

e 12 months in power-off state without data stored

e 3 months in power-off state with data stored

e Maximum preservation duration of HDDs:
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3.2.3 Physical Specifications

e 6 months in unpacked/packed and powered-off state

e The maximum preservation duration is determined according to the preservation specifications
provided by drive vendors. For details, see the manuals provided by drive vendors.

Table 3-6 Physical specifications

Category

Description

Dimensions (H x W x D)

® (Chassis with 3.5" drives: 86.1 mm x 447 mm x 790 mm
(3.39in. x 17.60 in. x 31.10 in.)

® (Chassis with 2.5" drives: 86.1 mm x 447 mm x 790 mm
(3.391in. x 17.60 in. x 31.10 in.)

Figure 3-2 Physical dimensions (example: 3.5" drive chassis)

T8 T (38 ]

NOTE
e See Figure 3-2 for methods in measuring physical dimensions of
the chassis.
® Methods measuring 3.5" and 2.5" drive chassis are the same. The
3.5" drive chassis is used as an example.

Installation space

® Requirements for cabinet installation:

Cabinet compliant with the International Electrotechnical
Commission (IEC) 297 standard and EIA-310-E standard

- Cabinet width: 482.6 mm (19.00 in.)
- Cabinet depth > 1000 mm (39.37 in.)
® Requirements for guide rail installation:
- L-shaped guide rails: apply only to our company's
cabinets.

- Static rail kit: applies to cabinets with a distance of
543.5 mm to 848.5 mm (21.40 in. to 33.41 in.) between
the front and rear mounting bars.
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Category Description

- Ball bearing rail kit: applies to cabinets with a distance
of 609 mm to 950 mm (23.98 in. to 37.40 in.) between
the front and rear mounting bars.

Weight in full ® Maximum net weight:

configuration ~ Server with 8 x 2.5" front drives: 22.5 kg (55.13 Ib)
- Server with 12 x 3.5" front drives: 35.5 kg (66.15 1b)
- Server with 25 x 2.5" front drives: 25.5 kg (66.15 1b)

® Packaging materials: 5 kg (11.03 Ib)

Power consumption The power consumption parameters vary with hardware
configurations (including the configurations complying with
EU ErP). Use the Power Calculator to obtain specific
information.
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Software and Hardware Compatibility

Use the Compatibility Checker to obtain information about the operating systems and
hardware supported.

NOTICE

e [f incompatible components are used, the device may be abnormal. This fault is beyond
the scope of technical support and warranty.

® The performance of servers is closely related to application software, basic middleware
software, and hardware. The slight differences of the application software, middleware
basic software, and hardware may cause performance inconsistency between the
application layer and test software layer.

o If the customer has requirements on the performance of specific application software,
contact technical support to apply for POC tests in the pre-sales phase to determine
detailed software and hardware configurations.

o If the customer has requirements on hardware performance consistency, specify the
specific configuration requirements (for example, specific drive models, RAID controller
cards, or firmware versions) in the pre-sales phase.
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Safety Instructions

5.1 Security

5.1

Security

5.2 Maintenance and Warranty

General Statement

Comply with local laws and regulations when installing devices. These Safety
Instructions are only a supplement.

The "DANGER", "WARNING", and "CAUTION" information in this document does
not represent all the safety instructions, but supplements to the safety instructions.
Observe all safety instructions provided on the device labels when installing hardware.
Follow them in conjunction with these Safety Instructions.

Only qualified personnel are allowed to perform special tasks, such as performing
high-voltage operations and driving a forklift.

If this device works in a residential environment, the wireless interference may be generated.

Personal Safety

Only personnel certified or authorized are allowed to install equipment.

Discontinue any dangerous operations and take protective measures. Report anything
that could cause personal injury or device damage to a project supervisor.

Do not move devices or install racks and power cables in hazardous weather conditions.

Do not carry the weight that is over the maximum load per person allowed by local laws
or regulations. Before moving or installing equipment, check the maximum equipment
weight and arrange required personnel.

Wear clean protective gloves, ESD clothing, a protective hat, and protective shoes, as
shown in Figure 5-1.
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Figure 5-1 Safety work wear

®  Before touching a device, wear ESD clothing and gloves (or wrist strap), and remove any
conductive objects (such as watches and jewelry). Figure 5-2 shows conductive objects
that must be removed before you touch a device.

Figure 5-2 Removing conductive objects

) . J;u .
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Figure 5-3 shows how to wear an ESD wrist strap.
a.  Put your hands into the ESD wrist strap.

b. Tighten the strap buckle and ensure that the ESD wrist strap is in contact with your
skin.

c. Insert the ground terminal attached to the ESD wrist strap into the jack on the
grounded rack or chassis.
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Device Security

Figure 5-3 Wearing an ESD wrist strap

E=D

Exercise caution when using tools.

If the installation position of a device is higher than the shoulders of the installation
personnel, use a vehicle such as a lift to facilitate installation. Prevent the device from
falling down and causing personal injury or damage to the device.

The equipment is powered by high-voltage power sources. Direct or indirect contact
(especially through damp objects) with high-voltage power sources may result in serious
injury or death.

Ground the equipment before powering it on. Otherwise, personal injury may be caused
by high electricity leakage.

When a ladder is used, ensure that another person holds the ladder steady to prevent
accidents.

Do not look into optical ports without eye protection.

Use the recommended power cables at all times.
Use power cables only for dedicated servers. Do not use them for other devices.

Before operating equipment, wear ESD clothes and gloves to prevent
electrostatic-sensitive devices from being damaged by ESD.

When moving a device, hold the bottom of the device. Do not hold the handles of the
installed modules, such as the PSUs, fan modules, drives, and the mainboard. Handle the
equipment with care.

Exercise caution when using tools.

Connect the primary and secondary power cables to different power distribution units
(PDUs) to ensure reliable system operation.

Ground a device before powering it on. Otherwise, high leakage current may cause
device damage.

Transportation Precautions

Improper transportation may damage equipment. Contact the manufacturer for precautions
before attempting transportation.

Transportation precautions include but are not limited to:

The logistics company engaged to transport the device must be reliable and comply with
international standards for transporting electronics. Ensure that the equipment being
transported is always kept upright. Take necessary precautions to prevent collisions,
corrosion, package damage, damp conditions and pollution.
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®  Transport each device in its original packaging.

® [f the original packaging is unavailable, package heavy, bulky parts (such as chassis and

blades) and fragile parts (such as PCle cards and optical modules) separately.

[ NOTE

For details about the components supported by the server, see "Compatibility" in the Compatibility

Checker.

®  Power off all devices before transportation.

Maximum Weight Carried by a Person

/A\ CAUTION

Comply with local regulations for the maximum load per person.

Table 5-1 lists the maximum weight one person is permitted to carry as stipulated by a

number of organizations.

Table 5-1 Maximum weight carried per person

Organization Weight (kg/lb)
European Committee for Standardization 25/55.13

(CEN)

International Organization for 25/55.13
Standardization (ISO)

National Institute for Occupational Safety 23/50.72

and Health (NIOSH)

Health and Safety Executive (HSE) 25/55.13

For more information about safety instructions, see Server Safety Information.

5.2 Maintenance and Warranty

For details about the maintenance policy, visit Customer Support Service.

For details about the warranty policy, visit Warranty.
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ESD

6.1 ESD Prevention
6.2 Grounding Methods for ESD Prevention

6.1 ESD Prevention

The static electricity released by the human body or conductors may damage the mainboard or
other electrostatic-sensitive devices. The damage caused by static electricity will shorten the
service time of the devices.

To prevent electrostatic damage, observe the following:
®  Use the ESD floor (or ESD mat) and ESD chairs in the equipment room. Use ESD
materials for partition boards, screens, and curtains in the equipment room.

®  All floor-standing electric devices, metal frames, and metal rack shells in the equipment
room must be directly grounded. All electric meters or tools on a workbench must be
connected to the common ground point of the workbench.

®  Monitor the temperature and humidity in the equipment room. The heating system may
reduce the humidity and increases static electricity indoors.

®  Place the product in an ESD bag to avoid direct contact during transportation and
storage.

®  Before transporting electrostatic-sensitive components to a work area that is not affected
by static electricity, store them in their original packages.

®  Place the component on a grounded surface and then take it out of the package.

®  Before installing or removing a server component, wear an ESD wrist strap that is
properly grounded.

®  During parts replacement, keep new components in ESD bags before installation, and
place removed components on conductive mats for temporary storage.

® Do not touch pins, wires, or circuits.

6.2 Grounding Methods for ESD Prevention

Use one or more of the following grounding methods when handling or installing
electrostatic-sensitive devices:
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®  Use an ESD wrist strap that connects to a grounded work area or computer chassis
through a ground cable. The wrist strap must be scalable, and the resistance of the
ground cable must be at least 1 megohm (+10%). Wear the wrist strap tightly against
your skin.

®  Use a heel-grounded, toe-grounded, or shoe-grounded ESD strap when working in a
standing position. When standing on a conductive floor or electrostatic dissipative floor
mat, tie a strap on your feet.

®  Use conductive maintenance tools.

®  Use a folding tool mat that dissipates static electricity and a portable field service kit.
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Installation and Configuration

7.1
7.2
7.3
7.4

Installation Environment Requirements
Hardware Installation
Power-On and Power-Off

Initial Configuration

7.1 Installation Environment Requirements

7.1.1 Space and Airflow Requirements

To allow for servicing and adequate airflow, observe the following space and airflow

requirements:

®  Install the server in an access-restricted area.

®  Keep the area in which the server is located clean and tidy.

®  To facilitate heat dissipation and device maintenance, leave a clearance of 1000 mm in
front of the cabinet and a clearance of 800 mm at the rear of the cabinet.

® Do not block the air intake vents. Otherwise, air intake and heat dissipation will be
affected.

°

The air conditioning system in the equipment room provides enough wind to ensure
proper heat dissipation of all components.
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Figure 7-1 Direction of heat dissipation

7.1.2 Temperature and Humidity Requirements

To ensure continued safe and reliable device operation, install or position the device in a
well-ventilated, climate-controlled environment.

®  Use temperature control devices all year long in any climates.

®  Use humidifiers and dehumidifiers in dry or humid areas to maintain ambient humidity
within range.

Table 7-1 Temperature and humidity requirements in the equipment room

Item Description

Temperature 5°C to 35°C (41°F to 95°F)

Humidity (non-condensing) | 8% RH to 90% RH

7.1.3 Cabinet Requirements

® A general 19-inch cabinet with a depth of greater than or equal to 1000 mm (39.37 in.),
which complies with the International Electrotechnical Commission 297 (IEC 297)
standard.

®  Ajr filters installed on cabinet doors.

(1 NOTE

The 2288H V6 is 2 U high and stackable. If space is sufficient, leave a distance of 1 U between two
adjacent servers.
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7.2 Hardware Installation

7.2.1 Installation Overview

Installation process

Figure 7-2 Installation process

e y

\ Start )

!

Unpack the sever.

!

Install optional parts.

!

Install guide rails.

!

Install the server.

!

Connect external cables.

l

( End )

Precautions

®  Properly ground the server before installation to avoid damage to electronic components
from electrostatic discharge. Improper grounding may cause ESD.

For details about how to prevent electrostatic discharge, see 6 ESD.

®  Before installing multiple components, read the installation instructions for all the
components and identify similar actions to simplify the installation process.

For details about component compatibility, see "Search Parts" in the Compatibility
Checker.

/\ CAUTION

Wait until overheating devices have cooled down before touching them to avoid injury.
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7.2.2 Unpacking the Server

Procedure
Step1 Check whether the packing case and seals are in good conditions.

(1 NOTE

If the packing case is soaked or deformed, or the seals or pressure-sensitive adhesive tapes are not intact,
contact technical support to obtain the Cargo Problem Feedback Form.

Step 2 Use a box cutter to open the packing case.

A\ CAUTION

Exercise caution with the box cutter to avoid injury to your hands or damage to devices.

Step 3 Unpack the packing case.

Step 4 Ensure that the components are complete and in good condition without defects such as
oxidation, chemical corrosion, missing components, or other damage incurred during

transport.
Table 7-2 Packing list
No. Description
1 (Optional) Documentation bag containing a warranty card and quick
start guide
2 (Optional) Server guide rails
3 One rack server
----End

7.2.3 Installing Optional Parts

Before installing and configuring a server, you need to install all optional parts required, such
as purchased CPUs, drives, and PCle cards.
Procedure
Step 1 Install the optional parts for the 2288H V6.
For details, see the FusionServer 2288H V6 Server Maintenance and Service Guide.

----End
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7.2.4 Installing Server Guide Rails
7.2.4.1 Installing L-Shaped Guide Rails

L-shaped guide rails apply only to our company's cabinets only.

Procedure

Step 1 Install floating nuts.

1. Determine the installation positions of the floating nuts according to the cabinet device
installation plan.

Figure 7-3 Spacing of 1U on a mounting bar of a cabinet

Boundary of the Us (indicated by
the middle line of two square
holes with less spacing)

>«

(1 NOTE

e Floating nuts are used to tighten screws.
e The boundary between Us is used as the reference for calculating device installation space.

2. Fasten the lower end of a floating nut to the target square hole in a mounting bar at the
front of the cabinet.
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3. Use a floating nut hook to pull the upper end of the floating nut, and fasten it to the upper
edge of the square hole.

Figure 7-4 Installing a floating nut

o

4. Install the other floating nut in the same way.
Step 2 Install the L-shaped guide rails.

1. Position a guide rail horizontally in contact with the mounting bars in the cabinet.

2. Tighten the screws to secure the guide rail.
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Figure 7-5 Installing an L-shaped guide rail

3. Install the other guide rail in the same way.

----End

7.2.4.2 Installing the Static Rail Kit

The static rail kit applies to cabinets with a distance of 543.5 mm to 848.5 mm (21.40 in. to
33.41 in.) between the front and rear mounting bars.

Procedure

Step 1 Place the rail horizontally in the planned position. Stretch the rail on both sides of the cabinet
based on the cabinet length, keeping it in contact with the mounting bar in the cabinet, and
hook the rail. See (1) in Figure 7-6.

] NOTE
The distance between the three holes in each mounting bar for the guide rail must be within 1 U.
Step 2 Use the plug delivered with the guide rail to secure the guide rail.

®  Front end of the guide rail: Plug the first square hole in the upper part of the guide rail.
The second square hole is used to secure the captive screws on the mounting ears on both
sides of the server. See (2) in Figure 7-6.

®  Rear end of the guide rail: Plug the second square hole. See (3) in Figure 7-6.

Step 3 On the first lower square hole at the rear of the rail, insert an M6 screw. See (4) in Figure 7-6.
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[ NOTE

Although the static rail kit does not need screws for installation, you can perform this operation to
improve the shockproof level and fastening degree of the server.

Figure 7-6 Installing a static rail

Step 4 Install the other guide rail in the same way.

----End

7.2.4.3 Installing the Ball Bearing Rail Kit

The ball bearing rail kit applies to cabinets with a distance of 609 mm to 950 mm (23.98 in. to
37.40 in.) between the front and rear mounting bars.

Procedure

Step 1 Push the release latch on the front of the rail and pull out the hook. See (1) and (2) in Figure
7-7.

Step 2 Insert the positioning pin at the rear of the rail into the hole on the rear column of the cabinet.
See (3) in Figure 7-7.

Step 3 Keep the rail horizontal, and push the front end of the rail until it is inserted into the hole on
the front column of the cabinet. See (4) in Figure 7-7.

Step 4 Hook the rail. See (5) in Figure 7-7.
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Figure 7-7 Installing a ball bearing rail
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Step 5 Install the other guide rail in the same way.
----End

7.2.5 Installing a Server

7.2.5.1 Installing the Server on L-Shaped Guide Rails or Static Rail Kit

®  The methods for installing the 2288H V6-32DIMM and 2288H V6-16DIMM servers on
the L-shaped guide rails or static rail kit are the same. This section uses the 2288H
V6-32DIMM server as an example.

®  Before installing the server, ensure that the L-shaped guide rails or static rail kit is
properly installed. For details, see 7.2.4.1 Installing L-Shaped Guide Rails or 7.2.4.2
Installing the Static Rail Kit.

® The 2288H V6 servers are stackable onto L-shaped guide rails or static rail kit.

Procedure

Step 1 Install the server.

A\ CAUTION

At least two people are required to move the device. Otherwise, personal injury or device
damage may occur.

1. Atleast two people are required to lift the server vertically from both sides, place it on
the guide rails, and push it into the cabinet. See (1) in Figure 7-8.

2. Press the mounting ears on both sides of the server against the mounting bars, open the
baffle plate of the captive screws on the mounting ears, and tighten the captive screws.
See (2) in Figure 7-8.
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Step 2
Step 3

Step 4

Step 5

Figure 7-8 Installing a server

Connect external cables as required, such as network cables, VGA cables, and USB devices.

Connect the cables to the PSU.

For details, see 7.2.6.9 Connecting PSU Cables.

Power on the server.

For details, see 7.3.1 Powering On .

Check indicator status.

For details about the 2288H V6-32DIMM, see 2.1.1.2 Indicators and Buttons.
For details about the 2288H V6-16DIMM, see 2.2.1.2 Indicators and Buttons.
----End

7.2.5.2 Installing a Server on the Ball Bearing Rail Kit

®  The methods for installing the 2288H V6-32DIMM and 2288H V6-16DIMM servers on
the ball bearing rail kit are the same. This section uses the 2288H V6-32DIMM server as
an example.

®  Before installing the server, ensure that the ball bearing rail kit is properly installed. For
details, see 7.2.4.3 Installing the Ball Bearing Rail Kit.

® [f2288H V6 servers are installed on the ball bearing guide rail kit, they can only be
stacked in a cabinet with the depth of greater than or equal to 1.1 m (3.61 ft).
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Procedure

Step 1 Install the server.

/\ CAUTION

At least two people are required to move the device. Otherwise, personal injury or device
damage may occur.

1. Pull out the inner rails as far as they will go.

Figure 7-9 Pulling out an inner rail

2. Atleast two people are required to lift the server vertically from both sides, align the two
mounting screws at the rear of the server with the fixing holes on the inner rails, and
place the server vertically at the rear of the server. Then push the server horizontally as
far as it will go. See Figure 7-10.
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Figure 7-10 Securing the server to inner rails (1)

3. Aligning the six mounting screws at the front of the server with the fixing holes on the
inner rails, place the server vertically to ensure that the server is secured to the inner rails.
See Figure 7-11.
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Figure 7-11 Securing a server to inner rails (2)

4.  Unlock the release latches on both sides of the inner rails and push the server as far as it
will go. See (1) and (2) in Figure 7-12.
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Figure 7-12 Pushing the server into the ball bearing rail kit

5. Open the baffle plate of the captive screws on the mounting ears and tighten the captive
SCIews.
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Figure 7-13 Securing a server

Step 2 Install a cable management arm (CMA).

1. Insert the bracket on the right of the CMA into the right guide rail. See (1) in Figure

7-14.

2. Insert the internal bracket on the left of the CMA into the left guide rail. See (2) in
Figure 7-14.

3. Insert the external bracket on the left of the CMA into the left guide rail. See (3) in
Figure 7-14.
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Figure 7-14 Installing a CMA

Step 3 Connect external cables as required, such as network cables, VGA cables, and USB devices.
Step 4 Connect the cables to the PSU.

For details, see 7.2.6.9 Connecting PSU Cables.
Step 5 Power on the server.

For details, see 7.3.1 Powering On .

Step 6 Check indicator status.
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For details about the 2288H V6-32DIMM, see 2.1.1.2 Indicators and Buttons.

For details about the 2288H V6-16DIMM, see 2.2.1.2 Indicators and Buttons.

-—-End

7.2.6 Connecting External Cables

7.2.6.1 Cabling Guidelines

Basic Guidelines

NOTICE

Do not block the air exhaust vents on the rear panel of the server when you lay out cables.
Otherwise, heat dissipation of the server may be affected.

Lay out and bind cables of different types (such as power and signal cables) separately.
Cables of the same type must be in the same direction.

- Cables at a small distance can be laid out in crossover mode.

- When laying out cables in parallel, the distance between power cables and signal
cables must be longer than or equal to 30 mm (1.18 in.).

If you cannot identify cables according to the cable labels, attach an engineering label to
each cable.

Cables must be protected from burrs, heat sinks, and active accessories, which may
damage the insulation layers of the cables.

Ensure that the length of cable ties for binding cables is appropriate. Do not connect two
or more cable ties together for binding cables. After binding cables properly, trim the
excess lengths of the cable ties and ensure that the cuts are neat and smooth.

Ensure that cables are properly laid out, supported, or fixed within the cable troughs
inside the cabinet to prevent loose connections and cable damage.

Surplus cable lengths must be coiled and bound to a proper position inside the cabinet.

Cables must be laid out straightly and bound neatly. The bending radius of a cable varies
depending on the position where the cable is bent.

-  If you need to bend a cable in its middle, the bending radius must be at least twice
the diameter of the cable.

- If you need to bend a cable at the output terminal of a connector, the bending radius
must be at least five times the diameter of the cable, and the cable must be bound
before it is bent.

Do not use cable ties at a place where the cables are bent. Otherwise, the cables may
break.

Common Methods

The methods of laying out cables inside a cabinet are described as follows:

Choose overhead or underfloor cabling for power cables based on equipment room
conditions (such as the AC power distribution frame, surge protector, and terminal
blocks).
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®  Choose overhead or underfloor cabling for service data cables (for example, signal
cables) based on equipment room conditions.

®  Place the connectors of all service data cables at the bottom of the cabinet so that the
connectors are difficult to reach.

7.2.6.2 Connecting Mouse, Keyboard, and VGA Cables

The panel of the server provides DB15 VGA ports but no standard PS/2 port for a keyboard or
mouse.

You can connect a keyboard and mouse to the USB port on the panel based on site installation
conditions. There are two connection methods:

®  Connect the keyboard and mouse to the USB ports.
®  Connect the keyboard and mouse using a USB-to-PS/2 cable.

This section describes how to connect a keyboard and mouse using a USB-to-PS/2 cable and
connect a monitor using a VGA cable.

Procedure

Step1 Connect the USB connector of the USB-to-PS/2 cable to a USB port on the panel of the
server.

Step 2 Connect the PS/2 connectors of the USB-to-PS/2 cable to the keyboard and mouse.

Step 3 Connect the DB15 connector of the VGA cable to the VGA port on the panel of the server
and tighten the two screws.

Step 4 Connect the other connector of the VGA cable to the VGA port on the monitor and tighten the
two screws.
Figure 7-15 Connecting a USB-to-PS/2 cable and VGA cable (2288H V6-32DIMM)
ﬁ_-?_L.,:=====================

To monitor To keyboard and mouse
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Figure 7-16 Connecting a USB-to-PS/2 cable and VGA cable (2288H V6-16DIMM)
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----End

7.2.6.3 Connecting Network Cables

Before connecting or replacing a network cable, use a network cable tester to ensure that the
new network cable is functional.

Procedure
Step1 Determine the model of the new network cable.

®  Shielded cables are recommended.

[ NOTE

If a non-shielded cable is used, the system cannot respond to ESD. As a result, the server may work
abnormally.

®  The new and old cables must be of the same model or be compatible.
Step 2 Number the new network cable.

®  The number of the new network cable must be the same as that of the old one.
®  Use the same type of labels for the network cable.

- Record the name and number of the local device to be connected on one side of the
label, and those of the peer device on the other side.

- Attach the label 2 cm (0.79 in.) away from the end of the network cable.
Step 3 Lay out the new network cable.
®  [Lay out the new cable in the same way as the old one. Underfloor cabling is

recommended because it is tidy and easy.

® [Lay out network cables in the cabinet based on installation requirements. You are
advised to arrange cables in the same way as existing cables. Ensure that cables are
routed neatly and undamaged.

®  Separate network cables from power cables and signal cables when laying out the cables.

®  The minimum bend radius of a network cable is 4 cm (1.57 in.). Ensure that the cable
insulation layer is intact.
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Step 4

Step 5

®  Ensure that cables are laid out for easy maintenance and capacity expansion.

®  Network cables must be bound using cable ties. Ensure that network cables are bound
closely, neatly, and straight, and cable ties are in even distance and fastened properly.

Remove the network cable to be replaced.

Remove the network cable from the network interface card (NIC) or board in the cabinet.

Connect the new network cable to the NIC or board.

®  Connect the new network cable to the same network port as the removed one.

®  Before installing a network cable to a network port, ensure that the network cable
connector is intact and the pins have no sundries or deformation.

®  Connect the network cable to the network port securely.

Figure 7-17 Connecting the network cable (2288H V6-32DIMM)
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Management network port

Figure 7-18 Connecting the network cable (2288H V6-16DIMM)
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Management network port

Step 6 Connect the new network cable to the peer network port.

®  Connect the other cable connector to the peer device based on the network plan.

®  Connect the new network cable to the same port as the removed one.

®  Connect the network cable to the network port securely.

Step 7 Check whether the new network cable is functioning properly.
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Power on the device. Check whether the communication with the peer device is normal by
running the ping command.
® [f yes, bind the new network cable with other cables.

Bind the new network cable in the same way as the existing network cables. You can also
remove all existing cable ties and bind all network cables again if necessary.

® [f no, check whether the network cable is damaged or whether the connector of the
network cable is not securely inserted.

--End

7.2.6.4 Connecting a Cable to an Optical Port

Procedure
Step1 Determine the model of the new cable.
You can use an optical cable or an SFP+ cable to connect to the optical port.
Step 2 Number the new cable.

®  The number of the new cable must be the same as that of the old one.
®  Use the same type of labels for the optical cable.

- Record the name and number of the local device to be connected on one side of the
label, and those of the peer device on the other side.

- Attach the label 2 cm (0.79 in.) away from the end of the optical cable.
Step 3 Lay out the new cable.

® Lay out the new cable in the same way as the old one.
For example, if the old cable is laid out in underfloor cabling mode, so is the new cable.
® Lay out optical cables or SFP+ cables in the cabinet based on installation requirements.

You are advised to arrange cables in the same way as existing cables. Ensure that cables
are routed neatly and undamaged.

®  Separate optical cables or SFP+ cables from power cables and signal cables when laying
out the cables.

®  The minimum bend radius of an optical cable or SFP+ cables is 4 cm (1.57 in.).

®  Ensure that optical cables or SFP+ cables are laid out for easy maintenance and capacity
expansion.

®  Optical cables must be bound using cable ties. Ensure that:
- Optical cables are bound closely, neatly, and straight.

- Cable ties are in even distance and fastened properly.
Step 4 Connect the cable to an optical port.

®  When you use an optical cable:
a. Remove the optical cable to be replaced.

b.  Connect the new optical cable.

(1 NOTE

e Connect the new optical cable to the same port as the removed one.
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e Connect the optical cable to the optical module securely.
i.  Insert the optical module into the optical port. See (1) in Figure 7-19.
ii.  Close the latch on the optical module to secure it. See (2) in Figure 7-19.

iii. Insert the optical cable into the optical module. See (3) in Figure 7-19.

Figure 7-19 Connecting an optical cable

0\ @&Eimn

®  When you use an SFP+ cable:
1. Remove the SFP+ cable to be replaced.

Gently push the power connector inwards and pull the latch out to remove the SFP+
cable.

NOTICE

Do not directly pull out the latch.
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Figure 7-20 Removing an SFP+ cable

2. Connect the new SFP+ cable.

Remove the dust-proof cap on the port, and insert the cable connector into the port.
When you hear a "click" and the cable cannot be pulled out, the connector is secured.

Figure 7-21 Connecting an SFP+ cable

Vendor 1

A

Vendor 4

Vendor 3

Step 5 Check whether the new cable is properly connected.
Power on the device. Check whether the port indicator is normal.

® Ifyes, goto Step 7.
® Ifno, goto Step 6.
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Step 6

Step 7

If the peer device cannot be pinged, check whether the cable is intact or the connector is
securely connected.

® If yes, contact technical support.

® [f no, replace the cable or insert the connector securely, and go to Step 5.
Bind the new optical cable.

Bind the new optical cable in the same way as the existing optical cables. You can also
remove all existing cable ties and bind all optical cables again if necessary.

---End

7.2.6.5 Connecting an IB Cable

Procedure
Step1 Determine the model of the new cable.
You can use QSFP+ cables to connect IB cables.
Step 2 Number the new cable.
The number of the new cable must be the same as that of the old one.
Step 3 Lay out the new cable.
® [ay out the new cable in the same way as the old one.
For example, if the old cable is laid out in underfloor cabling mode, so is the new cable.
® Lay out QSFP+ cables in the cabinet based on installation requirements.
You are advised to arrange cables in the same way as existing cables. Ensure that cables
are routed neatly and undamaged.
®  Separate QSFP+ cables from power cables and signal cables when laying out the cables.
®  The minimum bend radius of QSFP+ cables is 4 cm (1.57 in.).
®  Ensure that QSFP+ cables are routed for easy maintenance and capacity expansion.
Step 4 Replace the cable.
1. Remove the cable to be replaced.
Release the latch and remove the cable.
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Figure 7-22 Removing a cable (for an IB NIC with two 56 Gbit/s ports as an example)

2. Connect the new cable.

Remove the dust-proof cap on the port, and insert the cable connector into the port.
When you hear a "click" and the cable cannot be pulled out, the connector is secured.

Figure 7-23 Connecting a cable (for an IB NIC with two 56 Gbit/s ports as an example)

Step 5 Check whether the new cable is properly connected.

Power on the device. If the LOM indicator is green, the cable is properly connected.
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--End

7.2.6.6 Connecting a USB Type-C Cable

The server panel provides an iBMC management port, which is connected to a PC or mobile
phone through a USB Type-C cable to monitor and manage the system.

There are two types of USB Type-C cables:

®  Both ends of the cable are USB Type-C connectors.

®  One end of the cable is a USB Type-C connector, and the other end is a USB connector.

Procedure
Step1 Connect the USB Type-C connector of the cable to the USB Type-C port on the server panel.
Step 2 Connect the other end of the adapter cable to a PC or mobile phone.

®  Connect the other end of the adapter cable to the USB Type-C port on the laptop or
mobile phone.

Figure 7-24 Connecting a cable to the USB Type-C port

®  Connect the other end of the adapter cable to the USB port on the PC.

Figure 7-25 Connecting a USB Type-C to USB cable

----End
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7.2.6.7 Connecting a USB Device

Procedure

Step1 Connect the USB device to a USB port of the server.

Figure 7-26 Connecting a USB device (2288H V6-32DIMM)
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Figure 7-27 Connecting a USB device (2288H V6-16DIMM)
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---End

7.2.6.8 Connecting a Serial Cable

The rear panel of the server provides a standard RJ45 serial port (3-wire), which works as the
OS serial port by default. You can configure it as the iBMC serial port by using the iBMC
CLL

The serial port can be used as:

®  OS serial port to monitor the OS status

® iBMC serial port for debugging and fault locating

Procedure

Step1 Connect the serial cable.
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Figure 7-28 Connecting a serial cable (2288H V6-32DIMM)

Serial port\

Figure 7-29 Connecting a serial cable (2288H V6-16DIMM)
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---End

7.2.6.9 Connecting PSU Cables
7.2.6.9.1 Connecting the AC PSU Cable

The methods for installing AC PSU cables for the 2288H V6-32DIMM and 2288H
V6-16DIMM servers are the same. This section uses the 2288H V6-32DIMM server as an
example.

Before connecting power cables, ensure that the server has been correctly installed. For details,
see 7.2.5 Installing a Server.
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NOTICE

e Use dedicated power cables to ensure equipment and personal safety.
e Use power cables only for dedicated servers. Do not use them for other devices.

® Connect the power cables of the active and standby PSUs to different PDUs to ensure
reliable system operation.

® Ground the equipment before powering it on. In AC or HVDC environment, the power
cables of AC PSUs are grounded. Ensure that the power cables are in good contact.

Procedure

Step 1 Take the component out of its ESD bag.

Step 2 Connect one end of the power cable to the power socket on the PSU of the server.

Figure 7-30 Connecting the cable

Step 3 Secure the power cable using a velcro strap.
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Figure 7-31 Securing the cable
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Step 4 Connect the other end of the power cable to the AC PDU in the cabinet.

The AC PDU is fastened in the rear of the cabinet. Connect the power cable to the nearest jack
on the AC PDU.

Step 5 Bind the power cables to the cable guide using cable ties.

----End

7.2.6.9.2 Connecting the DC PSU Cable

The methods for installing DC PSU cables for the 2288H V6-32DIMM and 2288H
V6-16DIMM servers are the same. This section uses the 2288H V6-32DIMM server as an
example.

Before connecting power cables, ensure that the server has been correctly installed. For details,
see 7.2.5 Installing a Server.
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NOTICE

Use dedicated power cables to ensure equipment and personal safety.
Use power cables only for dedicated servers. Do not use them for other devices.

Connect the power cables of the active and standby PSUs to different PDUs to ensure
reliable system operation.

Ground the equipment before powering it on. In DC environment, the ground terminals of
DC PSUs are grounded. Ensure that the ground cables are in good contact.

Procedure

Step 1 Take the component out of its ESD bag.

Step 2 Connect the cables to the PSU.

1.

Put the OT terminal (for the ground cable) on the screw removed from the ground hole,
install the screw on the ground hole, and tighten the screw. See (1) in Figure 7-32.

Insert the power cables to the wiring terminals on the PSU until the cables click into

position. See (2) in Figure 7-32.

- Connect the cord end terminal of the negative power cable (blue) to the NEG(-)
wiring terminal on the PSU.

- Connect the cord end terminal of the positive power cable (black) to the RTN(+)
wiring terminal on the PSU.

Figure 7-32 Connecting cables

-

-

N

Step 3 Connect the other end of the power cable to the DC PDU in the cabinet.

The DC PDU is fastened in the rear of the cabinet. Connect the power cable to the nearest
jack on the DC PDU.

Step 4 Bind the power cables to the cable guide using cable ties.

----End

7.2.6.10 Checking Cable Connections
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A\ CAUTION

Before checking cable connections, ensure that the power is cut off. Otherwise, any incorrect
connection or loose connection may cause human injury or device damage.

Table 7-3 Cable connection checklist

Item Description
Power cable Power cables are correctly connected to the rear of the chassis.
Network cable Network cables are connected correctly to the management

port or service ports on the rear panel of the chassis.

Ground cable The server does not provide a separate ground port.

® In AC or HVDC environment, the power cables of AC
PSUs are grounded. Ensure that the power cables are in
good contact.

® In DC environment, the ground terminals of DC PSUs are
grounded. Ensure that the ground cables are in good
contact.

7.3 Power-On and Power-Off
7.3.1 Powering On

The methods for powering on the 2288H V6-32DIMM and 2288H V6-16DIMM servers are
the same. This section uses the 2288H V6-32DIMM server as an example.

NOTICE

® Before powering on a server, ensure that the server is powered off, all cables are connected
correctly, and the power supply voltage meets service requirements.

® During power-on, do not remove or insert server components or cables, such as drive
modules, network cables, and console cables.

o If the power supply to a server is disconnected, wait for at least one minute before
powering it on again.

The server can be powered on in any of the following ways:
® [f PSUs are properly installed but are not connected to an external power supply, the
server is powered off.

Connect the external power supply to the PSUs. Then the server will be powered on with
the PSUs.
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[ NOTE

System State Upon Power Supply is set to Power On by default, which indicates that the server
automatically powers on after power is supplied to PSUs. You can log in to the iBMC WebU]I, choose
System > Power > Power Control, to view and change the setting,

® [f the PSUs are powered on and the server is in standby state (the power indicator is
steady yellow), use any of the following methods to power on the server:

- Press the power button on the front panel.
For details about the 2288H V6-32DIMM, see 2.1.1.2 Indicators and Buttons.
For details about the 2288H V6-16DIMM, see 2.2.1.2 Indicators and Buttons.
- Use the iBMC WebUL

1.

ii.

Log in to the iBMC WebUL

For details, see 9.2 Logging In to the iBMC WebUI .
Choose System > Power > Power Control.

The Power Control page is displayed.

iii. Click Power On.

A confirmation message is displayed.
iv. Click OK.

The server starts to be powered on.

- Use the iBMC CLIL

1.

ii.

iii.

Log in to the iBMC CLI.

For details, see 9.4 Logging In to the Server CLL
Run the following command:

ipmcset -d powerstate -v 1

Type y or Y and press Enter.

The server starts to be powered on.

- Use the Remote Virtual Console.

i.

ii.

iii.

iv.

7.3.2 Powering Off

Log in to the Remote Virtual Console.

For details, see 9.3 Logging In to the Desktop of a Server.

On the KVM screen, click or ':Q:' on the toolbar.
Select Power On.

A dialog box is displayed.

Click OK.

The server starts to be powered on.

The methods for powering off the 2288H V6-32DIMM and 2288H V6-16DIMM servers are
the same. This section uses the 2288H V6-32DIMM server as an example.

(1 NOTE

e The "power-off" mentioned here is an operation performed to change the server to the standby state
(the power indicator is steady yellow).

e Powering off a server will interrupt all services and programs running on it. Therefore, before
powering off a server, ensure that all services and programs have been stopped or migrated to other

SErvers.
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e After a server is powered off forcibly, wait for more than 10 seconds for the server to power off
completely. Do not power on the server again before it is completely powered off.
e A forced power-off may cause data loss or program damage. Select an appropriate operation based
on your actual situation.
The server can be powered off in any of the following ways:
®  Connect a keyboard, video, and mouse (KVM) to the server and shut down the operating
system of the server using the KVM.
®  When the server is in power-on state, pressing the power button on the server front panel
can power off the server gracefully.
] NOTE
If the server OS is running, shut down the OS according to the onscreen instructions.
For details about the 2288H V6-32DIMM, see 2.1.1.2 Indicators and Buttons.
For details about the 2288H V6-16DIMM, see 2.2.1.2 Indicators and Buttons.
®  When the server is in power-on state, holding down the power button on the server front
panel for six seconds can power off the server forcibly.
For details about the 2288H V6-32DIMM, see 2.1.1.2 Indicators and Buttons.
For details about the 2288H V6-16DIMM, see 2.2.1.2 Indicators and Buttons.
®  Use the iBMC WebUL
a. Login to the iBMC WebUIL
For details, see 9.2 Logging In to the iBMC WebUI .
b. Choose System > Power > Power Control.
The Power Control page is displayed.
c.  Click Power Off or Forced Power Off.
A confirmation message is displayed.
d. Click OK.
The server starts to be powered off.
®  Use the iBMC CLI.
a. Login to the iBMC CLL
For details, see 9.4 Logging In to the Server CLIL
b.  Run the following command:
m  To power off the compute node gracefully, run the ipmcset -d powerstate -v 0
command.
m  To power off the compute node forcibly, run the ipmcset -d powerstate -v 2
command.
c. TypeyorY and press Enter.
The server starts to be powered off.
®  Use the Remote Virtual Console.
a. Log in to the Remote Virtual Console.
For details, see 9.3 Logging In to the Desktop of a Server.
b. On the KVM screen, click or ':Q:' on the toolbar.
c.  Choose Power Off or Forced Power Off.
A dialog box is displayed.
d. Click OK.
2022-08-12 269



FusionServer 2288H V6 Server
User Guide

7 Installation and Configuration

The server starts to be powered off.

7.4 Initial Configuration

7.4.1 Default Information

Table 7-4 Default data
Category Item Default Value
iBMC management | IP address and e Default IP address: 192.168.2.100
network port data subnet mask of the NOTE
management If a 2288H V6-32DIMM server is connected to

network port

the iBMC direct connect management port using
a USB Type-C cable, the IP address of the iBMC
management network port is 169.254.1.5.

e Default subnet mask: 255.255.255.0

iBMC login data User name and ¢ Default user name: Administrator
password e Default password: Admin@9000
BIOS data Password ¢ Default password: Admin@9000
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7.4.2 Configuration Overview

Configuration Process

Figure 7-33 Initial configuration process
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( End )

Table 7-5 Initial configuration process

Process Description

Change the initial Change the initial password of the default iBMC user.
passwords.

Check the server. * Ensure that the server version meets site requirements.

® Ensure that no alarm is generated for the server.

Set the iBMC IP Set an iBMC IP address for the server.
address.
Configure RAID Configure the RAID array based on service requirements.
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Process Description
settings.
Configure BIOS Configure the BIOS of the server, including the boot sequence,
settings. NIC PXE function, and BIOS password.
Install the OS. Install an OS for the server.
Upgrade the system. Upgrade software and firmware, and install or update drivers to

the latest versions.

Documents

®  Configure the iBMC. The iBMC configuration method varies depending on the iBMC
version. For details, see the FusionServer Rack Server iBMC User Guide.

®  For details about how to configure the RAID controller card, see the V6 Server RAID
Controller Card User Guide.

®  For details about how to configure the BIOS, see the Server Whitley Platform BIOS
Parameter Reference.

® Install the OS. For details, see Server OS Installation Guide.
®  Handle alarms. For details, see the FusionServer Rack Server iBMC Alarm Handling.

®  Rectify faults. For details, see Server Troubleshooting.

7.4.3 Changing the Initial Password of the Default iBMC User

Scenario
This section describes how to change the initial password of the default iBMC user on the
iBMC WebUIL.
You can change the initial password of the default iBMC user on:
e iBMC WebUI
e iBMC CLI
For details about iBMC, see the FusionServer Rack Server iBMC User Guide.
1] NOTE
e The default user name of the iBMC is Administrator, and the default password is Admin@9000.
e For security purposes, change the initial password upon the first login and periodically change the
password.
e For security purposes, enable password complexity check.
® The password complexity check function is enabled by default.
Procedure

Step1 Log in to the iBMC WebUIL
For details, see 9.2 Logging In to the iBMC WebUI .

Step 2 Choose User & Security > Local Users.
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The Local Users page is displayed.

Figure 7-34 Local Users page
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Operation

Step 3 Click Edit on the right of the user whose password is to be changed.

The Edit User page is displayed.
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Figure 7-35 Edit User page

| Edit User

Jser Name Administrator

Administrator -
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Cancel

Step 4 Enter a new password in the Password and Confirm Password text boxes.

L1 NOTE

The password must meet the following requirements:

e Contain 8 to 20 characters.

e Contain at least one space or one of the following special characters:
C~@#SNNEF(O)-_=+H\[{ } 152", <>/

e Contains at least two types of the following characters:
Lowercase letters a to z
Uppercase letters Ato Z

Digits 0 to 9
e (Cannot be the same as the user name or the user name in reverse order.

Step 5 Enter the current password in the Current User Password text box.

Step 6 Click Save.
The initial password of the iBMC is changed.

tion password has not been initialized and w :{(Ln\,hm“ zed
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--End

7.4.4 Checking the Server

Scenario

Workflow

Procedure

Step1

Step 2

This section describes how to check the server on the iBMC WebUI.
You can check the server on:

e iBMC WebUI
e iBMCCLI

For details about iBMC, see the FusionServer Rack Server iBMC User Guide.

Check the server by performing the following operations:

Figure 7-36 Check process

Fa T,

| Start )

Check indicator status.

!

Log in to the iEMC WeblUI.

!

Query version information.

'

Query alarm information.

!

( End )

Determine the hardware status by observing the indicators on the front panel.

For details about the 2288H V6-32DIMM, see 2.1.1.2 Indicators and Buttons.
For details about the 2288H V6-16DIMM, see 2.2.1.2 Indicators and Buttons.

Log in to the iBMC WebUL
For details, see 9.2 Logging In to the iBMC WebUI .
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Step 3 Query version information.

1. On the iBMC home page, choose iBMC Settings > Firmware Upgrade. The Firmware
Version Info page is displayed.

Figure 7-37 Firmware Version Info page

Firmware Upgrade

Firmware Version Info

Restart iBMC Switch to Available Image

3.02.00.01
3.02.00.01

3.01.12.19

Firmware Upgrade

Adter the iBMC or SD card controller firmware is upgraded, the iBMC automatically restarts for the upgrade to take effect. If the BIOS or CPLD is upgraded while the system is
powered on, power cycle or restart the system for the BIOS upgrade to take effect, or power off the system for the CPLD upgrade to take effect.

Select File
Version List
Name 77 Current Version
BMC 3.02.00.01
BIOS 130
Mainboard CPLD 0.14
chassis Disk BP1(BC82NHBH) CPLD 1.05

2. Check whether the versions meet site requirements.
- Ifyes, go to Step 4.
- Ifno, go to Step 3.3.

3. Upgrade the firmware to the target version.

For details, see the FusionServer Rack Server Upgrade Guide.
Step 4 Query alarm information.

1. On the menu bar, choose Maintenance.

2. In the navigation tree on the left, choose Alarm&Event and check whether there are
alarms under Current Alarms

Figure 7-38 Querying health status

Ne Severity Object Type Event Code Generated Description Handling Sugges..
Minor BMC 0x1A000045 2021-08-10 14:42:12 get description failed
2 Major Disk Backpiane 0x05000001 8-05 17:17:23 Power supply to front disk backplane 5V failed.

1 Minor System 0x2C000073 2021-07-16 14:42:07 The total power consumption (228.000 W) of the system exceeds the alarm ..

- If yes, handle the alarms.

s O indicates a critical alarm, which may power off the server and even
interrupt services. Corrective actions must be taken immediately.
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[ indicates a major alarm, which may affect the normal operating of the
system or interrupt services.

[ | indicates a minor alarm, which has minor impact on the system but
requires corrective action as soon as possible. Otherwise, a more severe alarm
will be generated.

For details, see the FusionServer Rack Server iBMC Alarm Handling.

- If no, no further action is required.

---End

7.4.5 Configuring the BMC IP Address
7.4.5.1 2288H V6-32DIMM

Scenario

This section describes how to set the iBMC IP address on the BIOS and LCD.
You can set the iBMC IP address on:

BIOS

LCD

iBMC WebUI

iBMC CLI

Run the ipmcset -d ipaddr command.

For more information about the iBMC, see the FusionServer Rack Server iBMC User Guide.

Default IP Address

Default IP Address Default Subnet Mask

192.168.2.100 255.255.255.0

Procedure (on the BIOS)
Step1 Access the BIOS.
For details, see 9.6.1 2288H V6-32DIMM BIOS.
Step 2 Choose Advanced > iBMC Configuration and press Enter.
The iBMC Configuration screen is displayed,
Step 3 Select iBMC IPv4/IPv6 Configuration and press Enter.
The iBMC IPv4/IPv6 Configuration screen is displayed, showing the iBMC IP address.
Step 4 Select the IP address to be configured.

® To configure an IPv4 address, select IPv4 IP Address and press Enter.

The IPv4 address configuration screen is displayed.
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Step 5
Step 6

Step 7

® To configure an IPv6 address, select IPv6 Static IP Address and press Enter.

The IPv6 address configuration screen is displayed.
Set the iBMC IP address
Press F10.
"Exit Saving Changes?" is displayed.
Select Yes and press Enter.
The server automatically restarts for the settings to take effect.

---End

Procedure (on the LCD)

Step1
Step 2

Step 3

On the LCD, tap Setting.
Tap Mgmtport.
The Mgmtport screen is displayed.
Set the iBMC IP address.
] NOTE

The soft keyboard is displayed when you tap the text box. Use the soft keyboard to set IP address
information or tap Cancel to return to the Mgmtport screen.

----End

7.4.5.2 2288H V6-16DIMM

Scenario

This section describes how to set the iBMC IP address on the BIOS and LCD.
You can set the iBMC IP address on:

BIOS

LCD

iBMC WebUI
iBMC CLI

Run the ipmcset -d ipaddr command.

For more information about the iBMC, see the FusionServer Rack Server iBMC User Guide.

Default IP Address

Default IP Address Default Subnet Mask

192.168.2.100 255.255.255.0
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Procedure (on the BIOS)

Step1

Step 2

Step 3

Step 4

Step 5
Step 6

Step 7

Access the BIOS.
For details, see 9.6.2 2288H V6-16DIMM BIOS.

Choose Server Mgmt®®

The Server Mgmt screen is displayed.

Select iBMC LAN Configuration and press Enter.
The iBMC LAN Configuration screen is displayed,
Select the IP address to be configured.

®  To configure an IPv4 address, select IPv4 IP Address and press Enter.
The IPv4 address configuration screen is displayed.
®  To configure an IPv6 address, select IPv6 Static IP Address and press Enter.

The IPv6 address configuration screen is displayed.
Set the iBMC IP address
Press F10.
"Save configuration changes? Press "Y' to confirm, 'N'/'ESC' to ignore." is displayed.
Click Yes to save the configuration.
The server automatically restarts for the settings to take effect.

----End

Procedure (on the LCD)

Step 1
Step 2

Step 3

On the LCD, tap Setting.

Tap Mgmtport.

The Mgmtport screen is displayed.
Set the iBMC IP address.

(1 NOTE

The soft keyboard is displayed when you tap the text box. Use the soft keyboard to set IP address
information or tap Cancel to return to the Mgmtport screen.

----End

7.4.6 Configuring RAID

The 2288H V6 supports multiple types of RAID controller cards.
®  For details about the compatible RAID controller cards, see "Search Parts" in the
Compatibility Checker.

®  For details about how to configure the RAID controller card, see the V6 Server RAID
Controller Card User Guide.
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7.4.7 Configuring the BIOS for a 2288H V6-32DIMM Server

This section describes how to configure the BIOS of the server.
To configure the BIOS, perform the following operations:

Set the system boot sequence
Set PXE for a NIC
Set the BIOS password

Select a language

For details about other configuration items, see the Server Whitley Platform BIOS Parameter
Reference.

7.4.7.1 Setting the System Boot Sequence

If multiple boot devices are configured for the server, you can set the system boot sequence
on the BIOS.

(1 NOTE

If the BIOS password is enabled, this operation is supported only when you enter the Setup Utility
screen using the BIOS administrator password.

Procedure
Step1 Access the BIOS.
For details, see 9.6.1 2288H V6-32DIMM BIOS.
Step 2 Choose Boot.
The Boot screen is displayed.
Step 3 Select Boot Type and press Enter.
The Boot Type dialog box is displayed.
Step 4 Select Legacy Boot Type or UEFI Boot Type and press Enter.

[ NOTE

e The UEFI mode is used by default.

e For some OSs, if the capacity of the drive or RAID array for installing the OS is greater than 2 TB,
use the UEFI mode. For details, see the release notes of the OS.

e If the OS is installed on an NVMe drive, the boot mode must be the UEFI boot.

e The UEFI mode supports more boot devices than the legacy mode. If a server is configured with
multiple boot devices, some devices may fail to start in legacy mode. In this case, the UEFI mode is
recommended. If the legacy mode needs to be set, disable serial port redirection or NIC PXE
function based on service requirements so that the OS can start. For details, see "Setting PXE for a
NIC" and "Setting Serial Port Redirection" in Server Whitley Platform BIOS Parameter Reference.

Step 5 Select Boot Sequence and press Enter.
The Boot Sequence screen is displayed.

] NOTE
The default boot sequence is Hard Disk Drive > DVD-ROM Drive > PXE > Other Device.
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Step 6 Select the target boot option and press F5 or F6 to change the boot sequence.

®  Press F5 to move a boot option down.

®  Press F6 to move a boot option up.
] NOTE

e The server boots in the order specified on this screen.

® You can click the switch button on the right of a boot option to enable or disable the boot option.
Step 7 Press F10.
"Exit Saving Changes?" is displayed.
Step 8 Select Yes and press Enter.
The server automatically restarts for the settings to take effect.

---End

7.4.7.2 Setting PXE for a NIC
7.4.7.2.1 Setting PXE for an OCP 3.0 NIC

Enable or disable the PXE function for the OCP 3.0 network adapter in a FlexIO card slot on
the BIOS.

[ NOTE

If the BIOS password is enabled, this operation is supported only when you enter the Setup Utility
screen using the BIOS administrator password.

Procedure
Step1 Access the BIOS.
For details, see 9.6.1 2288H V6-32DIMM BIOS.
Step 2 Choose Advanced.
The Advanced screen is displayed.
Step 3 Select PXE Configuration and press Enter.
The PXE Configuration screen is displayed.

(11 NOTE

The 2288H V6-32DIMM supports a maximum of two OCP 3.0 network adapters. (Each OCP 3.0
network adapter supports a maximum of two network ports, that is, a maximum of four network ports
are supported.)

e In UEFI mode, the default value is Enabled for all network ports by default.

e In Legacy mode, only the first network port of each NIC is enabled by default. That is, the default
value is Enabled for PXE Port] and Disabled for PXE Port2.

Step 4 Select the network port of the OCP 3.0 network adapter to be configured and press Enter.
The dialog box for setting the network port is displayed.

Step 5 In the dialog box displayed, select Enabled or Disabled and press Enter.
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¢  Enabled: enables the PXE function for the network port.
® Disabled: disables the PXE function for the network port.

Step 6 Press F10.
"Exit Saving Changes?" is displayed.
Step 7 Select Yes and press Enter.
The server automatically restarts for the settings to take effect.

---End

7.4.7.2.2 Setting PXE for a PCle NIC
Enable or disable the PXE function for a PCle NIC on the BIOS.

(1 NOTE

If the BIOS password is enabled, this operation is supported only when you enter the Setup Utility
screen using the BIOS administrator password.

Procedure
Step1 Access the BIOS.
For details, see 9.6.1 2288H V6-32DIMM BIOS.
Step 2 Choose Advanced.
The Advanced screen is displayed.
Step 3 Select PXE Configuration and press Enter.
The PXE Configuration screen is displayed.
Step 4 Select Slot PXE Control and press Enter.
Step 5 In the dialog box displayed, select Enabled or Disabled and press Enter.

e Enabled: enables the PXE function for the PCle NIC.
L NOTE

After the PXE function is enabled, you can enable or disable the PXE function for a specific network
port (for example, CPU2 First Slot Port1) on the PCIe NIC.

® Disabled: disables the PXE function for the PCle NIC.

(1 NOTE

After the PXE function of a PCle NIC is disabled, the PXE configuration menu of a single PCle NIC
port is hidden and cannot be configured.

Step 6 Select the PCIe NIC network port to be configured and press Enter.
The dialog box for setting the network port is displayed.
Step 7 In the dialog box displayed, select Enabled or Disabled and press Enter.

®  Enabled: enables the PXE function for the network port.
®  Disabled: disables the PXE function for the network port.

Step 8 Press F10.
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Step 9

"Exit Saving Changes?" is displayed.
Select Yes and press Enter.
The server automatically restarts for the settings to take effect.

---End

7.4.7.3 Setting the BIOS Password
7.4.7.3.1 Setting the Password of the BIOS Administrator

Procedure

Step 1

Step 2

Step 3

Step 4

For security purposes, change the administrator password upon the first login.

[ NOTE

e The password complexity check function is enabled by default.
e For security purposes, enable password complexity check.
e For security purposes, change the administrator password periodically.

e [f the BIOS password is enabled, this operation is supported only when you enter the Setup Utility
screen using the BIOS administrator password.

Access the BIOS.

For details, see 9.6.1 2288H V6-32DIMM BIOS.

Choose Security.

The Security screen is displayed.

Select Set Supervisor Password and press Enter.

The page for changing the administrator login password is displayed.

Enter the BIOS administrator password, new password, and confirm password, and click Yes.

[ NOTE

e The current password of the system administrator is required before you change the password. The
system will be locked if an incorrect password is entered three consecutive times. You can unlock
the system by restarting it.

e The default BIOS password is Admin@9000.
e The requirements for setting the password are as follows:

® The password must be a string of 8 to 16 characters and contain special characters (including spaces)
and at least two types of uppercase letters, lowercase letters, and digits.

e The new password cannot be the same as the previous five passwords and cannot be set to the
default password.

e The administrator password cannot be the same as the common user password.

e After the administrator password is set, the Delete Supervisor Password parameter is displayed,
which can be used to clear the configured BIOS administrator password. Clearing the administrator
password will reduce system security. Exercise caution when performing this operation.

e If Simple Password is set to Enabled, the system does not verify the password complexity, but the
password length must be 8 to 16 digits.

e Enabling the simple password function reduces system security. Exercise caution when enabling this
function.
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Step 5 Press F10.

"Exit Saving Changes?" is displayed.

Step 6 Select Yes and press Enter.

The server automatically restarts for the settings to take effect.

--End

7.4.7.3.2 Setting the Password of a Common BIOS User

Procedure

Step1 Access the BIOS.

For details, see 9.6.1 2288H V6-32DIMM BIOS.

Step 2 Choose Security.

The Security screen is displayed.

Step 3 Select Set User Password and press Enter.

The page for changing the password of a common user is displayed.

Step 4 Enter the password and confirm password of the common user, and click Yes.

[ NOTE

If a common user password already exists, you need to enter the password.
The requirements for setting the password are as follows:

The password must be a string of 8 to 16 characters and contain special characters (including spaces)
and at least two types of uppercase letters, lowercase letters, and digits.

The new password cannot be the same as the previous five passwords and cannot be set to the
default password.

The administrator password cannot be the same as the common user password.

After the password of a common BIOS user is set, the Delete User Password parameter is displayed,
which can be used to clear the configured password of the common BIOS user.

If Simple Password is set to Enabled, the system does not verify the password complexity, but the
password length must be 8 to 16 digits.

Enabling the simple password function reduces system security. Exercise caution when enabling this
function.

Step 5 Press F10.

"Exit Saving Changes?" is displayed.

Step 6 Select Yes and press Enter.

The server automatically restarts for the settings to take effect.

---End
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7.4.7.4 Setting the Language

(1 NOTE

If the BIOS password is enabled, this operation is supported only when you enter the Setup Utility
screen using the BIOS administrator password.

Procedure
Step1 Access the BIOS.
For details, see 9.6.1 2288H V6-32DIMM BIOS.
Step 2 Choose Main.
The Main screen is displayed.
Step 3 Select Language and press Enter.
The Language screen is displayed.
Step 4 Select the language to be used and press Enter.
The target language is set for the GUI.
Step 5 Press F10.
"Exit Saving Changes?" is displayed.
Step 6 Select Yes and press Enter.
The server automatically restarts for the settings to take effect.

----End

7.4.8 Configuring the BIOS for a 2288H V6-16DIMM Server

This section describes how to configure the BIOS of the server.
To configure the BIOS, perform the following operations:

Set the system boot sequence
Set PXE for a NIC
Set the BIOS password

Select a language

For details about other configuration items, see the Server Whitley Platform BIOS Parameter
Reference.

7.4.8.1 Setting the System Boot Sequence

If multiple boot devices are configured for the server, you can set the system boot sequence
on the BIOS.

[ NOTE

If the BIOS password is enabled, this operation is supported only when you enter the BIOS
Configuration screen using the BIOS administrator password.
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Procedure
Step1 Access the BIOS.
For details, see 9.6.2 2288H V6-16DIMM BIOS.
Step 2 Choose Boot Options.
The Boot Options screen is displayed.
Step 3 Select Boot Type and press Enter.
The Boot Type dialog box is displayed.
Step 4 Select LegacyBoot or UEFIBoot and press Enter.

[ NOTE

e The UEFI mode is used by default.

e For some OSs, if the capacity of the drive or RAID array for installing the OS is greater than 2 TB,
use the UEFI mode. For details, see the release notes of the OS.

o If the OS is installed on an NVMe drive, the boot mode must be the UEFI boot.

e The UEFI mode supports more boot devices than the legacy mode. If a server is configured with
multiple boot devices, some devices may fail to start in legacy mode. In this case, the UEFI mode is
recommended. If the legacy mode needs to be set, disable serial port redirection or NIC PXE
function based on service requirements so that the OS can start. For details, see "Setting PXE for a
NIC" and "Setting Serial Port Redirection" in Server Whitley Platform BIOS Parameter Reference.

Step 5 Select Boot Type Order and press Enter.
The Boot Type Order screen is displayed.
L] NOTE
The default boot sequence is Hard Disk Drive > DVD-ROM Drive > PXE > Others.
Step 6 Select the target boot option and press F5 or F6 to change the boot sequence.

®  Press FS to move a boot option down.

®  Press F6 to move a boot option up.
] NOTE

The server boots in the order specified on this screen.
Step 7 Press F10.
"Save configuration changes? Press "Y' to confirm, 'N'/’/ESC' to ignore." is displayed.
Step 8 Select Yes and press Enter.
The server automatically restarts for the settings to take effect.

----End

7.4.8.2 Setting PXE for a NIC
7.4.8.2.1 Setting PXE for an OCP 3.0 NIC

Enable or disable the PXE function for the OCP 3.0 network adapter in a FlexIO card slot on
the BIOS.
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[ NOTE

If the BIOS password is enabled, this operation is supported only when you enter the BIOS
Configuration screen using the BIOS administrator password.

Procedure
Step1 Access the BIOS.
For details, see 9.6.2 2288H V6-16DIMM BIOS.
Step 2 Choose Advanced.
The Advanced screen is displayed.
Step 3 Select Network Configuration and press Enter.
The Network Configuration screen is displayed.

(11 NOTE

e The displayed screen varies according to the configured NIC.

e The 2288H V6-16DIMM supports only one OCP 3.0 network adapter (which supports two network
ports).

e In UEFI mode, the default value is Enabled for all network ports by default.
e In Legacy mode, only the first network port of each OCP 3.0 network adapter is enabled by default.

That is, the default value of PXE1Setting is Enabled and the default value of PXE2Setting is
Disabled.
Step 4 Select the network port of the OCP 3.0 network adapter to be configured and press Enter.
The dialog box for setting the network port is displayed.
Step 5 In the dialog box displayed, select Enabled or Disabled and press Enter.

®  Enabled: enables the PXE function for the network port.
® Disabled: disables the PXE function for the network port.

Step 6 Press F10.

"Save configuration changes? Press "Y' to confirm, 'N'/'/ESC' to ignore." is displayed.
Step 7 Select Yes and press Enter.

The server automatically restarts for the settings to take effect.

----End

7.4.8.2.2 Setting PXE for a PCle NIC

Enable or disable the PXE function for a PClIe NIC on the BIOS.

(1 NOTE

If the BIOS password is enabled, this operation is supported only when you enter the BIOS
Configuration screen using the BIOS administrator password.

Procedure

Step1 Access the BIOS.
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Step 2

Step 3

Step 4
Step 5

Step 6

Step 7

Step 8

Step 9

For details, see 9.6.2 2288H V6-16DIMM BIOS.
Choose Advanced.
The Advanced screen is displayed.
Select Network Configuration and press Enter.
The Network Configuration screen is displayed.

] NOTE

The displayed screen varies according to the configured NIC.

Select Slot Pxe and press Enter.
In the dialog box displayed, select Enabled or Disabled and press Enter.

e Enabled: enables the PXE function for the PCle NIC.
1 NOTE

After the PXE function is enabled for a PCle NIC, you can enable or disable the PXE function for a

specific PCle NIC network port (for example, CPU1 First Slot Lan Portl PXE).
®  Disabled: disables the PXE function for the PCle NIC.

[ NOTE

After the PXE function is disabled, you cannot configure the PXE function for a specific network port

on the PCle NIC.
Select the PCle NIC network port to be configured and press Enter.
The dialog box for setting the network port is displayed.
In the dialog box displayed, select Enabled or Disabled and press Enter.

®  Enabled: enables the PXE function for the network port.
® Disabled: disables the PXE function for the network port.

Press F10.

"Save configuration changes? Press "Y' to confirm, 'N'/'ESC' to ignore." is displayed.
Select Yes and press Enter.

The server automatically restarts for the settings to take effect.

---End

7.4.8.3 Setting the BIOS Password

7.4.8.3.1 Setting the Password of the BIOS Administrator

For security purposes, change the administrator password upon the first login.

[ NOTE

® The password complexity check function is enabled by default.
e For security purposes, enable password complexity check.
e For security purposes, change the administrator password periodically.

e If the BIOS password is enabled, this operation is supported only when you enter the BIOS
Configuration screen using the BIOS administrator password.
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Procedure

Step1

Step 2

Step 3

Step 4

Step 5

Step 6
Step 7

Step 8

Access the BIOS.

For details, see 9.6.2 2288H V6-16DIMM BIOS.

Choose Security.

The Security screen is displayed.

Select Manage Supervisor Password and press Enter.

The system displays the message "Please type in your password".
Enter the current BIOS administrator password and press Enter.

The system displays the message "Please type in your new password".

[ NOTE

e The current password of the system administrator is required before you change the password. The
system will be locked if an incorrect password is entered three consecutive times. You can unlock
the system by restarting it.

® The default BIOS password is Admin@9000.
Enter the new BIOS administrator password and press Enter.

The system displays the message "Please confirm your new password".

(1 NOTE

e The requirements for setting the password are as follows:

e The password must be a string of 8 to 16 characters and contain special characters (including spaces)
and at least two types of uppercase letters, lowercase letters, and digits.

e The new password cannot be the same as the previous five passwords and cannot be set to the
default password.

® The administrator password cannot be the same as the common user password.

e After the administrator password is set, the Delete Supervisor Password parameter is displayed,
which can be used to clear the configured BIOS administrator password. Clearing the administrator
password will reduce system security. Exercise caution when performing this operation.

o If Simple Password is set to Enabled, the system does not verify the password complexity, but the
password length must be 8§ to 16 digits.

e FEnabling the simple password function reduces system security. Exercise caution when enabling this
function.

Enter the new password again and press Enter.

Press F10.

"Save configuration changes? Press "Y' to confirm, 'N'/’/ESC' to ignore." is displayed.
Select Yes and press Enter.

The server automatically restarts for the settings to take effect.

---End
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7.4.8.3.2 Setting the Password of a Common BIOS User

Procedure

Step 1

Step 2

Step 3

Access the BIOS.

For details, see 9.6.2 2288H V6-16DIMM BIOS.

Choose Security.

The Security screen is displayed.

Select Manage User Password and press Enter.

"Please type in your new password" is displayed.

[ NOTE

If a common BIOS user password already exists, "Please type in your password" is displayed. In the
displayed dialog box, enter the common BIOS user password and press Enter. Then, the dialog box
for entering a new password is displayed.

The system will be locked if an incorrect password is entered for three times. You can restart the
server to unlock it.

Step 4 Enter the new password of the common BIOS user and press Enter.

Step 5
Step 6

Step 7

The system displays the message "Please confirm your new password".

(1 NOTE

The requirements for setting the password are as follows:

The password must be a string of 8 to 16 characters and contain special characters (including spaces)
and at least two types of uppercase letters, lowercase letters, and digits.

The new password cannot be the same as the previous five passwords and cannot be set to the
default password.

The administrator password cannot be the same as the common user password.

After the password of a common BIOS user is set, the Delete User Password parameter is displayed,
which can be used to clear the configured password of the common BIOS user.

If Simple Password is set to Enabled, the system does not verify the password complexity, but the
password length must be 8§ to 16 digits.

Enabling the simple password function reduces system security. Exercise caution when enabling this
function.

Enter the new password again and press Enter.

Press F10.

"Save configuration changes? Press "Y' to confirm, N'/'ESC' to ignore." is displayed.

---End

Select Yes and press Enter.

The server automatically restarts for the settings to take effect.
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7.4.8.4 Setting the Language

(1 NOTE

If the BIOS password is enabled, this operation is supported only when you enter the BIOS
Configuration screen using the BIOS administrator password.

Procedure
Step1 Access the BIOS.
For details, see 9.6.2 2288H V6-16DIMM BIOS.

Step 2 Choose Main"‘:“' .
The Main screen is displayed.
Step 3 Select Language and press Enter.
The Language screen is displayed.
Step 4 Select the language to be used and press Enter.
The target language is set for the GUI.
Step 5 Press F10.
"Save configuration changes? Press "Y' to confirm, N'/'ESC' to ignore." is displayed.
Step 6 Select Yes and press Enter.
The server automatically restarts for the settings to take effect.

----End

7.4.9 Installing an OS

The 2288H V6 supports multiple types of OSs.

®  For details about the compatible OSs, see "Search OSs" in the Compatibility Checker.

®  For details about how to install the OS, see Server OS Installation Guide.

7.4.10 Upgrading the System

NOTICE

Unless the software or components to be installed require an earlier version, keep the system
in the latest state before using the server for the first time.

Obtaining Related Documents
®  Release Notes
®  Server OS Installation Guide
®  FusionServer Rack Server Upgrade Guide
.

FusionServer iDriver Driver Version Mapping
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Upgrading Software or Firmware

®  Upgrade the iBMC, BIOS, CPLD, and other firmware. For details, see the FusionServer
Rack Server Upgrade Guide.

Installing or Updating the Driver

If the driver versions on the server are inconsistent with the driver list or some chip drivers are
not installed, install the drivers of the required versions. Otherwise, the server may operate
abnormally.

®  Obtain the driver installation package. For details, see "Search OSs" in the Compatibility
Checker.

Take the CentOS 7.8 OS driver package as an example. The driver package name is
FusionServer iDriver-CentOS7.8-Driver-V111.zip.

®  Install or upgrade the driver. For details, see Server OS Installation Guide.

NOTICE

Back up the original drivers before installing or upgrading the drivers.

The driver installation package and procedure vary depending on the operating system.
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Troubleshooting Guide

For details about how to troubleshoot servers, see the Server Troubleshooting. It covers the
following content:

Troubleshooting process

Use appropriate methods to find the cause of a fault and rectify the fault. Analyze
possible causes for a fault and narrow down the scope to reduce troubleshooting
complexity, identify the root cause, and rectify the fault.

Fault information collection
Collect logs for fault diagnosis when a fault occurs on a server.
Fault diagnosis

Fault diagnosis rules and tools help technical support engineers and maintenance
engineers to analyze and rectify faults according to alarms and hardware fault symptoms.

Software and firmware upgrade

Obtain and install the software and firmware upgrade packages based on the server
model.

Preventive maintenance

Check for, diagnoses, and rectifies server faults through routine preventive maintenance
inspection.
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Common Operations

9.1 Querying the iBMC IP Address

9.2 Logging In to the iBMC WebUI

9.3 Logging In to the Desktop of a Server
9.4 Logging In to the Server CLI

9.5 Managing VMD

9.6 Accessing the BIOS

9.7 Clearing Data from a Storage Device

9.1 Querying the iBMC IP Address
9.1.1 2288H V6-32DIMM

Scenario

This section describes how to query the IP address of the iBMC management network port on
the BIOS.

You can query the IP address of the iBMC management network port on:

e BIOS
e iBMC WebUI
e iBMCCLI

Run the ipmcget -d ipinfo command.

For details about iBMC, see the FusionServer Rack Server iBMC User Guide.

Procedure
Step1 Access the BIOS.
For details, see 9.6.1 2288H V6-32DIMM BIOS.

Step 2 Choose Advanced > iBMC Configuration and press Enter.
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The iBMC Configuration screen is displayed.
Step 3 Select iBMC IPv4/IPv6 Configuration and press Enter.
The iBMC IPv4/IPv6 Configuration screen is displayed.
Step 4 Check the IP address of the iBMC management network port.
----End

9.1.2 2288H V6-16DIMM

Scenario

This section describes how to query the IP address of the iBMC management network port on
the BIOS.

You can query the IP address of the iBMC management network port on:

e BIOS
® iBMC WebUI
e iBMCCLI

Run the ipmcget -d ipinfo command.

For details about iBMC, see the FusionServer Rack Server iBMC User Guide.

Procedure
Step1 Access the BIOS.
For details, see 9.6.2 2288H V6-16DIMM BIOS.

Step 2 Choose Server Mgmt®®
The Server Mgmt screen is displayed.

Step 3 Select iBMC LAN Configuration and press Enter.
The iBMC LAN Configuration screen is displayed.

Step 4 Check the IP address of the iBMC management network port.
----End

9.2 Logging In to the iBMC WebUI

Scenario

Log in to the iBMC WebUL The following uses Internet Explorer 11.0 as an example.

® A maximum of four users can log in to the WebUI at the same time.

® By default, the system timeout period is 5 minutes. If no operation is performed on the
WebUI within 5 minutes, the user will be automatically logged out of the WebUI.
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Procedure

The system locks a user account if the number of consecutive incorrect password

attempts reaches the maximum for the user account. The user account is automatically
unlocked after the locking duration reaches the value specified.

For security purposes, change the initial password upon the first login and change the

password periodically.

If resources fail to be obtained due to unstable network connection, the iBMC WebUI

may be displayed abnormally. If this occurs, refresh the browser and log in to the iBMC
WebUI again.

(11 NOTE

If TLS version is set to Only TLS 1.3 on the User & Security > Security Management page, the
following browser versions are not supported:

All Internet Explorer versions
Safari 11.0 to 12.0
Microsoft Edge 12 to 18

Before using Internet Explorer to log in to the iBMC WebUI, enable the compatibility view and
select "Use TLS 1.2".

Enable the compatibility view:

Click ﬁ' in the upper right corner of the browser.
On the shortcut menu displayed, click Compatibility View Settings.

In the Compatibility View Settings dialog box displayed, enter the iBMC IP address in the Add
this website text box and click Add.

Deselect Use Microsoft compatibility lists.

After the iBMC IP address is added to the compatibility view, improper display on the iBMC WebUI
will be rectified.

Select "Use TLS 1.2" as follows:
Choose Internet Options > Advanced.
In the Security area, select Use TLS 1.2.

Step 1 Check that the client (for example, a local PC) used to access the iBMC meets the operating

environment requirements.

If you want to use the Java Integrated Remote Console, ensure that the Java Runtime
Environment (JRE) meets requirements.

Table 9-1 Operating environment

(0F] Web Browser Java Runtime
Environment (JRE)

Windows 7 (32-bit) Internet Explorer 11.0 or AdoptOpenJDK 8u222 JRE

Windows 7 (64-bit) later AdoptOpenJDK 11.0.6 JRE
Mozilla Firefox 63.0 or

Windows 8 (32-bit) later

Windows 8 (64-bit) Google Chrome 70.0 or

Windows Server 2008 R2 later

(64-bit)

Windows Server 2012 (64-bit)
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Step 2

Step 3

Step 4

Step 5

(0}] Web Browser Java Runtime
Environment (JRE)

Windows Server 2012 R2
(64-bit)

Windows Server 2016 (64-bit)

Windows 10 (64-bit) Internet Explorer 11.0 or
later

Microsoft Edge

Mozilla Firefox 63.0 or
later

Google Chrome 70.0 or
later

CentOS 7 Mozilla Firefox 63.0 or
later

MAC OS X v10.7 Safari 11.0 and later

Mozilla Firefox 63.0 or
later

Configure an IP address and subnet mask or route information for the local PC to enable
communication with the iBMC management network port.

Connect the local PC to the iBMC using any of the following methods:

®  Connect the local PC to the iBMC management network port using a network cable.
®  Connect the local PC to the iBMC management network port over a LAN.

®  Connect the local PC to the iBMC direct connect management port using a USB Type-C
cable.

[ NOTE

® Only servers configured with the iBMC direct management port support this operation.
e If you use a USB Type-C cable to connect the local PC to the iBMC direct connect management port,
the local PC can run only Windows 10.

Choose Control Panel > Network and Internet > Network Connections, and check
whether the local PC is connected to the iBMC network.

[ NOTE

e If the local PC is connected to the iBMC using a USB Type-C cable, the iBMC network name is
Remote NDS Compatible Device.

e If the local PC is connected to the iBMC using a network cable or over a LAN, the iBMC network
name varies depending on the NIC used on the local PC.

® [fyes, goto Step 5.
® [f no, contact technical support for assistance.

Open Internet Explorer, enter https://iBMC management network port IP address in the
address box, and press Enter.
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[ NOTE

e If the local PC is connected to the iBMC direct connect management port using a USB Type-C cable,
the IP address of the iBMC management network port is 169.254.1.5.

e [f the local PC is connected to the iBMC management network port using a network cable or over a
LAN, the default IP address of the iBMC management network port is 192.168.2.100.

e Enter the IP address of the iBMC management network port based on actual situation:
e If an IPv6 address is used, use [] to enclose the IPv6 address, for example, [fc00::64].
e [f an IPv4 address is used, enter the IPv4 address, for example, 192.168.100.1.

A security alert dialog box is displayed.

Figure 9-1 Security warning

@ There is a problern with this website's security certificate

Sacurity certifcate problems may indcale an atempt t

LEMVE

We recommend that you close this webpage and do not continue to this website.

- i i hiere 10 Jdode this webpage
o tinue to thiz website (nat recommende
= More information
1] NOTE
e [f a security alert is displayed, you can ignore this message or perform any of the following to shield
this alert:

e Import a trust certificate and a root certificate to the iBMC.

For details, see "Importing the iBMC Trust Certificate and Root Certificate” in the iBMC user guide
of the server you use.

e If no trust certificate is available and network security can be ensured, add the iBMC to the
Exception Site List on Java Control Panel or reduce the Java security level.

This operation poses security risks. Exercise caution when performing this operation.
Step 6 Click Continue to this website (not recommended).

The iBMC login page is displayed.
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Figure 9-2 iBMC login page

iBMC

User Name

Password

Domain
Local iBMC -

Table 9-2 User login
Parameter Description
Username Username for logging in to the iBMC WebUL

* When Domain is Local iBMC, the maximum length of the user
name is 20 characters.

®* When Domain is not Local iBMC, the maximum length of the
user name is 255 characters.

Pay attention to the following points when logging in to the system:

® When you log in to the iBMC as a local user, you can set
Domain to Local iBMC or Automatic matching.
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Parameter Description

* To login as an LDAP user, the user name can be in either of the
following formats:

- LDAP user name (In this case, Domain can be Automatic
matching or a specified domain.)

- LDAP user name @Domain name (In this case, Domain can
be Automatic matching or a specified domain.)

* To log in as a Kerberos user, the user name can be in either of
the following formats:

- Kerberos user name (in this case, Domain can be Automatic
matching or a specified domain)

- Kerberos user name @domain name (in this case, Domain
can be Automatic matching or a specified domain, and
uppercase letters must be used in the domain name)

e Both Kerberos user name and Kerberos user name @ Domain
name formats support single sign-on (SSO).

Password Password of the login user. For security purposes, periodically
change your login password.

NOTE

When you log in to the iBMC WebUI as an LDAP or Kerberos user, the
password can contain a maximum of 255 characters.

Step 7 Log in to the iBMC WebUI.

® Login to the WebUI as a local user.
® [ogging in as a Lightweight Directory Access Protocol (LDAP) User
® To log in to the iIBMC WebUI as a Kerberos user, perform the following steps:

---End

Log in to the WebUI as a local user.
Step 1 (Optional) On the login page, switch to the target language.

Step 2 Enter the user name and password for logging in to the iBMC WebUI. For details, see Table
9-2.

[ NOTE

The default user name for logging in to the iBMC system is Administrator, and the default password is
Admin@9000.

Step 3 Select Local iBMC or Automatic matching from the Domain drop-down list.
Step 4 Click Log In.

After the login is successful, the Home page is displayed.
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[ NOTE

e If you use Internet Explorer to log in to the iBMC WebUI for the first time after an upgrade, the
system may display a message indicating that the login fails due to incorrect user name or password.
If this occurs, press Ctrl+Shift+Delete, and click Delete in the dialog box displayed to clear the
cache of Internet Explorer. Then, attempt to log in again.

e [f you cannot log in to the iBMC WebUI using Internet Explorer, choose Tools > Internet
Options > Advanced and click Reset. Then you can log in to the iBMC WebUI

---End

Logging in as a Lightweight Directory Access Protocol (LDAP) User
Before login, ensure that the following settings meet the requirements:

® A domain controller exists on the network, and a user domain and LDAP users have been
created on the domain controller.

(1 NOTE

For details about how to create a domain controller, a user domain, and LDAP users who belong to the
user domain, see related documents about the domain controller. The iBMC provides only the access
function for LDAP users.

®  On the User & Security > LDAP page of the iBMC WebUI, the LDAP function is
enabled, and the user domain and the LDAP user who belong to the user domain are set.

Step1 (Optional) On the iBMC login page, switch to the target language.

Step 2 Enter the LDAP user name and password for logging in to the iBMC WebUI. For details, see
Table 9-2.

[ NOTE

e To login as an LDAP user, the user name can be in either of the following formats:
e [.DAP user name (In this case, Domain can be Automatic matching or a specified domain.)

e [.DAP user name @Domain name (In this case, Domain can be Automatic matching or a specified
domain.)

e  When you log in to the iBMC WebUI over LDAP, the password can contain a maximum of 255
characters.

Step 3 Select the LDAP user domain from the Domain drop-down list.

(1 NOTE

The Domain drop-down list contains the following options:

e This iBMC: Select this option to log in as a local user. The system automatically locates the user
from the local user list.

e Configured domain servers: Select a domain server to log in as an LDAP user. The system
automatically locates the user from the domain server.

e Automatic matching: If this option is selected, the system searches for the user from the local user
list first. If no match is found, the system searches from the domain servers in the sequence
displayed in the Domain drop-down list.

Step 4 Click Log In.
After the login is successful, the Home page is displayed.
----End
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To log in to the iBMC WebUI as a Kerberos user, perform the following steps:

Kerberos environment:

®  The client supports the Windows 10 64-bit operating system and the Internet Explorer 11
browser.

®  The Kerberos server supports the Windows Server 2012 R2 64-bit and Windows Server
2016 64-bit OSs.

Before login, ensure that the following settings meet the requirements:

®  Kerberos is enabled and Kerberos function and user group are configured on the User &
Security > Kerberos page of the iBMC WebUL

®  The Kerberos user group and user have been created on the Kerberos server, and the user
has been added to the Kerberos user group. This user is a user of the client OS.

Kerberos users can log in to the WebUI in either of the following modes:

® [ogging in as a Kerberos domain user

a.
b.

On the iBMC login page, switch to the target language.

Enter the Kerberos user name and password for logging in to the iBMC WebUI. For
details, see Table 9-2.

In the Domain drop-down list, select a Kerberos user domain (for example,
ADMIN.COM(KRB)) or Automatic matching.

Click Log In.
After the login is successful, the Home page is displayed.

® [ ogging in over SSO

a.

Use the Kerberos user name and password configured on the Kerberos server to log
in to the client OS.

Enter the FQDN of the iBMC in the address box of the browser, for example,
https://host name.domain name.

The iBMC login page is displayed.
Click SSO.
After the login is successful, the Home page is displayed.

9.3 Logging In to the Desktop of a Server

9.3.1 Using the Remote Virtual Console

9.3.1.1 iBMC

Scenario

Log in to the desktop of a server using the iBMC Remote Virtual Console.

Procedure

Step1 Log in to the iBMC WebUIL.

For details, see 9.2 Logging In to the iBMC WebUI .
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Step 2 Choose Home from the menu.

The home page is displayed.

Step 3 In the Virtual Console area, click Start and select Java Integrated Remote Console or
HTMLS Integrated Remote Console from the drop-down list box.

Figure 9-3 Virtual console

Virtual Console

HTML5 Integrated Remote ...
HTML5 Integrated Remote ...

Java Integrated Remote Co...

Java Integrated Remote Co...

Failed to open the console. ...

(» Start ~ ‘ @Settings ‘

(1 NOTE

Java Integrated Remote Console (Private): allows only one local user or VNC user to access and
manage the server at a time.

Java Integrated Remote Console (Shared): allows two local users or five VNC users to access and
manage the server at a time. The users can see each other's operations.

HTMLS5 Integrated Remote Console (Private): allows only one local user or VNC user to access
and manage the server at a time.

HTMLS Integrated Remote Console (Shared): allows two local users or five VNC users to access
and manage the server at a time. The users can see each other's operations.

If you want to use the Java Integrated Remote Console, ensure that the Java Runtime Environment
(JRE) meets requirements listed in Table 9-1. If the JRE is not installed, click Failed to open the
console ... and click here to download the JRE from the official AdoptOpenJDK website. If you still
cannot use the console after installing the JRE, click the links under Troubleshooting Remote
Virtual Console Problems to obtain more information.

For details about the virtual console, see "Virtual Console" in the iBMC user guide of the server you
use.
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Figure 9-4 Java Integrated Remote Console
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--End

9.3.2 Logging In to the System Using the Independent Remote

Log in to the desktop of a server using the Independent Remote Console.

[ NOTE

The independent remote console is a remote control tool developed based on the server management
software iBMC. It plays the same functions as Virtual Console provided by the iBMC WebUI. This tool
allows you to remotely access and manage a server, without worrying about the compatibility between
the client's browser and the JRE.

The following Windows OS versions are supported:

Console
9.3.2.1 Windows
Procedure

Step 1 Configure an IP address for the client (local PC) to enable communication with the iBMC
management network port.

Step 2 Double-click KVM.exe.

Windows 7 (32-bit/64-bit)
Windows 8 (32-bit/64-bit)
Windows 10 (32-bit/64-bit)
Windows Server 2008 R2 (32-bit/64-bit)
Windows Server 2012 (64-bit)

The Independent Remote Console login page is displayed.

Figure 9-6 Independent Remote Console login page
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Step 3 Enter the network address, user name, and password.

[ NOTE

e Jocal and LDAP domain users are supported.
e The network address can be in either of the following formats:
® iBMC management network port IPv4 or IPv6 address:Port number

Enter an IPv6 address in brackets or an IPv4 address directly. for example, [fc00::64]:444 or
192.168.100.1:444.

® iBMC domain name address:Port number

e  When the port number is the default port number, the port number can be left blank.

® The preferred port number is the HTTPS service port number, and then the RMCP+ service port
number.

Step 4 Select a login mode.

®  Shared Mode: allows two users to access and manage a server at the same time. The
users can see each other's operations.

®  Private Mode: allows only one user to access and manage a server at a time.
Step 5 Click Connect.

A security warning is displayed.

Figure 9-7 Security warning

- =

Security warning @

Server security certificate is not issued by a trusted authority.
Security certificate problems may be

tryving to cheat vou or contact vou send data to the server
Continue to connect 7

| Yes | I MNo ‘ Ilmp::rrt(:ﬁh

Step 6 Click Yes.

Ignore the certificate authentication error and go to the real-time desktop.

(11 NOTE

e Click No to return to the login interface.

e Click Import CA to import a CA certificate (*.cer, *.crt, or *.pem). After the CA certificate is
imported, the security warning dialog box will no longer be displayed.

® You are advised to periodically update the certificate for security purposes.
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Figure 9-8 Server desktop
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---End

9.3.2.2 Ubuntu

The following Ubuntu OS versions are supported:

®  Ubuntu 14.04 LTS
®  Ubuntu 16.04 LTS

Before the operation, ensure that the IPMItool version later than 1.8.14 has been installed.

Procedure

Step1 Configure an IP address for the client (local PC) to enable communication with the iBMC
management network port.

Step 2 Open the console and set the folder where the Independent Remote Console is stored as the
working folder.

Step 3 Set the permissions on the Independent Remote Console.
chmod 777 KVM.sh

Step 4 Open the Independent Remote Console.
JKVM.sh

The Independent Remote Console login page is displayed.
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Figure 9-9 Independent Remote Console login page

1)

Metworl Address |'—".-:I-:Il'e55[:P-:-|'t] | @
Username | | @
Password | |

@ Shared Mode 1 Private Mode

Connect

Step 5 Enter the network address, user name, and password.

(1 NOTE

® [ocal and LDAP domain users are supported.

e The network address can be in either of the following formats:

® (BMC management network port IPv4 or IPv6 address:Port number

Enter an IPv6 address in brackets or an IPv4 address directly. for example, [fc00::64]:444 or

192.168.100.1:444.

® [BMC domain name address:Port number

o  When the port number is the default port number, the port number can be left blank.

® The preferred port number is the HTTPS service port number, and then the RMCP+ service port

number.

Step 6 Select a login mode.

®  Shared Mode: allows two users to access and manage a server at the same time. The

users can see each other's operations.

®  Private Mode: allows only one user to access and manage a server at a time.

Step 7 Click Connect.

A security warning is displayed.
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Figure 9-10 Security warning

£ Security warning

gon.  Server security certificate s not ssued :'_l:. atrusted -jZJH.LI!iL;'.
Security certificate problems may betrying to cheat you or contact you send data to the server

Continue to connect 7

mport CA No Yes

Step 8 Click Yes.

Ignore the certificate authentication error and go to the real-time desktop.

[ NOTE

® Click No to return to the login interface.

e Click Import CA to import a CA certificate (*.cer, *.crt, or *.pem). After the CA certificate is
imported, the security warning dialog box will no longer be displayed.

® You are advised to periodically update the certificate for security purposes.

Figure 9-11 Server desktop
§ [ 0B S S @R G ey —

min  mid  max

num M caps W scroll ® (7)

fiuthorized users only. All activities may be monitored and reported.
dgtuanbowala bpod1-4-KC1-1F0804018 login: _

----End
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9.3.2.3 Mac
The following macOS version is supported:
®  Mac OS X El Capitan

Before the operation, ensure that the IPMItool version later than 1.8.14 has been installed.

Procedure

Step1 Configure an IP address for the client (local PC) to enable communication with the iBMC
management network port.

Step 2 Open the console and set the folder where the Independent Remote Console is stored as the
working folder.

Step 3 Set the permissions on the Independent Remote Console.
chmod 777 KVM.sh

Step 4 Open the Independent Remote Console.
JKVM.sh

The Independent Remote Console login page is displayed.

Figure 9-12 Independent Remote Console login page

0] Start Connection

(7] English _ﬁ

Metwork Address | (D
Username (D
Password
|
© shared Mode | Private Mode |

Step 5 Enter the network address, user name, and password.

(11 NOTE

e [ocal and LDAP domain users are supported.
e The network address can be in either of the following formats:
® iBMC management network port IPv4 or IPv6 address:Port number

Enter an IPv6 address in brackets or an IPv4 address directly. for example, [fc00::64]:444 or
192.168.100.1:444.

® [BMC domain name address:Port number

e  When the port number is the default port number, the port number can be left blank.
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® The preferred port number is the HTTPS service port number, and then the RMCP+ service port
number.

Step 6 Select a login mode.

® Shared Mode: allows two users to access and manage a server at the same time. The
users can see each other's operations.

®  Private Mode: allows only one user to access and manage a server at a time.
Step 7 Click Connect.

A security warning is displayed.

Figure 9-13 Security warning

"

@ Security warning

Server security certificate is not issued by a wusted authority.
Security certificate problems may be
e trving to cheat you or contact vou send data to the server

L= Conftinue to connect?

Import CA No Yes

Step 8 Click Yes.

Ignore the certificate authentication error and go to the real-time desktop.

[ NOTE

® Click No to return to the login interface.

e Click Import CA to import a CA certificate (*.cer, *.crt, or *.pem). After the CA certificate is
imported, the security warning dialog box will no longer be displayed.

® You are advised to periodically update the certificate for security purposes.
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Figure 9-14 Server desktop
O F MO M@ G ey —

min  mid  max

num M caps W scroll W (7))

fiuthorized users only. All activities may be monitored and reported.
dgtuanbowala-subpod1-4-KC1-1F0804018 login: _

---End

9.3.2.4 Red Hat

The following Red Hat OS versions are supported:

® RedHat6.9
® RedHat7.3

Before the operation, ensure that the IPMItool version later than 1.8.14 has been installed.

Procedure

Step 1 Configure an IP address for the client (local PC) to enable communication with the iBMC
management network port.

Step 2 Open the console and set the folder where the Independent Remote Console is stored as the
working folder.

Step 3 Set the permissions on the Independent Remote Console.
chmod 777 KVM.sh

Step 4 Open the Independent Remote Console.
JKVM.sh

The Independent Remote Console login page is displayed.
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Figure 9-15 Independent Remote Console login page

Start Connection - X
@
Network Address || | @®
Username | | ®
Password | |
® Shared Mode ) Private Mode
Connect

Step 5 Enter

O

the network address, user name, and password.

NOTE

Local and LDAP domain users are supported.
The network address can be in either of the following formats:
iBMC management network port IPv4 or IPv6 address:Port number

Enter an IPv6 address in brackets or an IPv4 address directly. for example, [fc00::64]:444 or
192.168.100.1:444.

iBMC domain name address:Port number
When the port number is the default port number, the port number can be left blank.

The preferred port number is the HTTPS service port number, and then the RMCP+ service port
number.

Step 6 Select a login mode.

® Shared Mode: allows two users to access and manage a server at the same time. The
users can see each other's operations.

®  Private Mode: allows only one user to access and manage a server at a time.

Step 7 Click

Connect.

A security warning is displayed.

Figure 9-16 Security warning

Warning

The security certificate presented by the server was not issued by a trusted certificate authority.
Security certificate problems may indicate an attempt to fool you or intercept data you sent to the server.
You are advised to terminate the connection.

Do you want to continue the connection?

mport CA| | No H Yes ‘
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Step 8 Click Yes.
Ignore the certificate authentication error and go to the real-time desktop.

(11 NOTE

e Click No to return to the login interface.

e Click Import CA to import a CA certificate (*.cer, *.crt, or *.pem). After the CA certificate is
imported, the security warning dialog box will no longer be displayed.

® You are advised to periodically update the certificate for security purposes.

Figure 9-17 Server desktop
& [ 4 B L D ) B ey —

min  mid max

num M caps W scroll W (7)

Authorized u only. All activities may be monitored and reported.
dgtuanbowala o0d1-4-KC1-1F0804018 login: _

--—-End

9.4 Logging In to the Server CLI
9.4.1 Logging In to the CLI Using PuTTY over a Network Port

Scenario
Use PuTTY to access a server over a local area network (LAN).

(1 NOTE

e PuTTY is free software. You need to obtain it by yourself.

® You are advised to use PuTTY of the latest version. PUTTY of an earlier version may cause login
failures.
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Procedure

Step1 Set an IP address and subnet mask or add route information for the PC to communicate with

the server.

Step 2 On the PC, double-click PuTTY .exe.

The PuTTY Configuration window is displayed.

Figure 9-18 PuTTY Configuration

Category:

&% PuTTY Configuration

i Appearance
i Behaviour
i Translation
i Selection
=) Connection
i Dats

m

Basic options for your PuTTY session

Specify the destination you want to connect to
Host Mame (or IF address) Paort

Connection type:
i) Raw | Telnet

Load. save or delete a stored session

Saved Sessions

22

" Flogin @ S5H ) Seral

Default Settings

load |

Save |
| Delete |

Close window on exit:
1) Always

1 Mewver

@ Only on clean exit

[ Qpen ] | Cancel

Step 3 In the navigation pane, choose Session.

Step 4 Set login parameters.

The parameters are described as follows:

e  Host Name (or IP address): Enter the IP address of the server to be accessed, for

example, 192.168.34.32.
®  Port: Retain the default value 22.

®  Connection type: Retain the default value SSH.

®  (Close window on exit: Retain the default value Only on clean exit.

[ NOTE

Configure Host Name and Saved Sessions, and click Save. You can double-click the saved record in

Saved Sessions to log in to the server next time.
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Step 5 Click Open.
The PuTTY window is displayed.

(11 NOTE

e [f this is your first login to the server, the PuTTY Security Alert dialog box is displayed. Click Yes
to proceed.

e If an incorrect user name or password is entered, you must set up a new PuTTY session.
Step 6 Enter the user name and password.
If the login is successful, the server host name is displayed on the left of the prompt.

--—-End

9.4.2 Logging In to the CLI Using PuTTY over a Serial Port

Scenario
Use PuTTY to log in to a server over a serial port when:
®  You want to perform initial configuration of the server.
®  The server is inaccessible over a network port.
1] NOTE
e PuTTY is free software. You need to obtain it by yourself.
® You are advised to use PuTTY of the latest version. PUTTY of an earlier version may cause login
failures.
Procedure

Step1 On the PC, double-click PuTTY .exe.

The PuTTY Configuration window is displayed.
Step 2 In the navigation tree, choose Connection > Serial.
Step 3 Set login parameters.

The parameters are described as follows:

Serial Line to connect to: COMn
Speed (baud): 115200

Data bits: 8

Stop bits: 1

Parity: None

Flow control: None
] NOTE

n indicates the serial port number, which is an integer.
Step 4 In the navigation pane, choose Session.

Step 5 Set Connection type to Serial and Close window on exit to Only on clean exit.
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[ NOTE

Set Saved Sessions and click Save. You can double-click the saved record in Saved Sessions to log in to
the server next time.

Figure 9-19 PuTTY Configuration

-

&% PuTTY Configuration @
Categony:
= SESSiDI'l Basic options for your PuTTY session
& Ter I_.cuglging Specify the destination you wart to connect to
—I- Termina .
. Keyboard Serial line Speed
- Eell CoM1 115200
- Features Connection type:
= Window () Baw () Telnet ) Rlogin () SSH @ Senak
;;ppea@nce Load, save or delete a stored session
- Behaviour
. Translation Saved Sessions
- Selection
- Colours .
Default Settings
[=- Connection Load
- Rlogin
- 55H
- Senal Cloze window on exdt:
() Mways () Never @ Only on clean exit
About Qpen ] [ Cancel

Step 6 Click Open.
The PuTTY window is displayed.
] NOTE

If this is your first login to the server, the PuTTY Security Alert dialog box is displayed. Click Yes to
proceed.

Step 7 Enter the user name and password.
If the login is successful, the server host name is displayed on the left of the prompt.

---End
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9.5 Managing VMD
9.5.1 2288H V6-32DIMM

The Intel Volume Management Device (VMD) is a module integrated in the processor on the
Whitley platform. It is used for surprise hot plug, management, and error processing of NVMe
drives.

®  Before using the VMD function, contact technical support engineers of the OS vendor to
check whether the OS supports the VMD function. If yes, check whether the VMD
driver needs to be manually installed and check the installation method.

® The VMD function must be enabled on the BIOS in UEFI mode only. The BIOS in
legacy mode does not support this setting.

e If the VMD function is enabled and the latest VMD driver is installed, the NVMe drives
support surprise hot swap.

9.5.1.1 Enabling VMD

Procedure

Step1

Step 2
Step 3
Step 4
Step 5
Step 6
Step 7

Step 8

Step 9

Access the BIOS.
For details, see 9.6.1 2288H V6-32DIMM BIOS.
Choose Advanced.
Select Socket Configuration and press Enter.
Select IIO Configuration and press Enter.
Select Intel(R) VMD Technology and press Enter.
Select Intel(R) VMD Config and press Enter.
Select Enable and press Enter.

] NOTE

The VMD function of PCle devices is disabled by default.

Press F10.
"Exit Saving Changes?" is displayed.
Select Yes and press Enter.
The server automatically restarts for the settings to take effect.

---End

9.5.1.2 Disabling VMD

Procedure
Step1 Access the BIOS.
For details, see 9.6.1 2288H V6-32DIMM BIOS.
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Step 2
Step 3
Step 4
Step 5
Step 6
Step 7
Step 8

Step 9

Choose Advanced.

Select Socket Configuration and press Enter.

Select IIO Configuration and press Enter.

Select Intel(R) VMD Technology and press Enter.

Select Intel(R) VMD Config and press Enter.

Select Disabled and press Enter.

Press F10.

"Exit Saving Changes?" is displayed.

Select Yes and press Enter.

The server automatically restarts for the settings to take effect.

---End

9.5.2 2288H V6-16DIMM

The Intel Volume Management Device (VMD) is a module integrated in the processor on the
Whitley platform. It is used for surprise hot plug, management, and error processing of NVMe
drives.

®  Before using the VMD function, contact technical support engineers of the OS vendor to
check whether the OS supports the VMD function. If yes, check whether the VMD
driver needs to be manually installed and check the installation method.

® The VMD function must be enabled on the BIOS in UEFI mode only. The BIOS in
legacy mode does not support this setting.

® [f the VMD function is enabled and the latest VMD driver is installed, the NVMe drives
support surprise hot swap.

9.5.2.1 Enabling VMD

Procedure

Step1

Step 2
Step 3
Step 4
Step 5
Step 6
Step 7

Access the BIOS.
For details, see 9.6.2 2288H V6-16DIMM BIOS.

Select Advanced .

Select CPU Configuration and press Enter.

Select IIO Configuration and press Enter.

Select Intel(R) VMD Technology and press Enter.
Select Intel(R) VMD Config and press Enter.
Select Auto and press Enter.

L1 NOTE
The VMD function of PCle devices is disabled by default.
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Step 8 Press F10.

"Save configuration changes? Press "Y' to confirm, 'N'/'ESC' to ignore." is displayed.
Step 9 Select Yes and press Enter.

The server automatically restarts for the settings to take effect.

--End

9.5.2.2 Disabling VMD

Procedure
Step1 Access the BIOS.
For details, see 9.6.2 2288H V6-16DIMM BIOS.

Step 2 Select Advanced .
Step 3 Select CPU Configuration and press Enter.
Step 4 Select IIO Configuration and press Enter.
Step 5 Select Intel(R) VMD Technology and press Enter.
Step 6 Select Intel(R) VMD Config and press Enter.
Step 7 Select Disabled and press Enter.
Step 8 Press F10.
"Save configuration changes? Press "Y' to confirm, 'N'/'/ESC' to ignore." is displayed.
Step 9 Select Yes and press Enter.
The server automatically restarts for the settings to take effect.

---End

9.6 Accessing the BIOS
9.6.1 2288H V6-32DIMM BIOS

Procedure

Step1 Connect a local PC with the KVM to the server, or access the Remote Control page on the
iBMC WebUI.

[ NOTE

For details about how to access the Remote Control page on the iBMC WebUI, see iBMC User Guide
of corresponding server.

Step 2 Power on or restart the server.
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[ NOTE

Restarting the server will interrupt services. Exercise caution when performing this operation.

Step 3 When the screen shown in Figure 9-20 is displayed, press Del or Delete.

Figure 9-20 BIOS boot screen

Press F6 go to SP Boot

Press F12 go to PXE Boot
Press F11 go to Boot Manager
Press DEL go to Front Page

Helcome to The Server

RC Version H

CPU Type : IceLake
Hemory Size : 32GB
BIOS Version

Release Date

iBMC FW Version :

iBMC IP :

DXE Phase, Dispatch ~, Please Wait...

(1 NOTE

e To access the Smart Provisioning GUI, press F6.
e To switch to the Boot Manager screen, press F11.

e To boot from the network, press F12.
Step 4 Enter the current password.
Enter the current password as prompted.

® [f you log in to the BIOS for the first time, continue Step 5 and skip Step 6.
®  QOtherwise, skip Step 5 and go to Step 6.

(1 NOTE

e The default BIOS password is Admin@9000 (administrator password). When you log in for the first
time, the system prompts you to change the default password. You must change the default password
before logging in to the BIOS.

e Press F2 to alternate between the English (US), French, and Japanese keyboards.
e Use the mouse to open the on-screen keyboard and enter the password.
e For security purposes, change the administrator password periodically.

e The system will be locked if an incorrect password is entered three consecutive times. Restart the
server to unlock it.

2022-08-12 321



FusionServer 2288H V6 Server
User Guide 9 Common Operations

Figure 9-21 Dialog box for entering the current password

Enter Current Password:

Step 5 Change the default password.

L] NOTE
When you log in to the BIOS for the first time, change the default password.
1.  Enter the default password and press Enter.

A dialog box is displayed, prompting you to change the default password.
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Figure 9-22 Changing the default password

The current password is the
default password. Please
update password!

2. Click Ok.

The dialog box for password complexity requirements is displayed. A password must:

Contain 8 to 16 characters.

Contain at least two of the following types of characters: uppercase letters,
lowercase letters, and digits.

Contain at least one special character.

Be different from the previous five passwords.
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Figure 9-23 Password complexity requirements

Enter a 8-16 characters
password containing at least
two of the following:
uppercase letters, lowercase
letters, or digits. In addition,
the password must contain a
special character. The

password can not be the
same as the previous five
passwords.

3. Click Ok.

The dialog box for entering the new password is displayed.
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Figure 9-24 Setting a new password

Enter New Password:

en-US(Press F2 to switch)

4. Enter a password and press Enter.

The dialog box for confirming the new password is displayed.
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Figure 9-25 Confirming the new password

Enter New Password Again:

en-US(Press F2 to switch)

5. Inthe dialog box that is displayed, enter the password again and press Enter.
A dialog box is displayed, indicating that the password is changed successfully.
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Figure 9-26 Password change success dialog box

Change password success.

6. Click Ok.
The front page is displayed.
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Figure 9-27 Front Page screen

@.1nsyde- 021 ¢ insyde
myﬂggﬁu;észv L, 11:52:33 H@

Boot Manager Device Manager

This selection will t: te This selection will take you to
the Boot Manage the Device Manager

Boot From File Administer Secure Boot Setup Utility

system from a file or Go to Administer Secure Boot Go to Setup Utility
evice

@) ®OOE

Select Item Select Menu

Step 6 After the password is entered, press Enter.

The front page is displayed.

[ NOTE

e Figure 9-28 and Figure 9-29 show the Front Page screen displayed when you log in to the system as
the administrator.

e Figure 9-30 shows the Front Page screen displayed when you log in to the system as a common user.
In this case, only the Continue and Setup Utility menus are displayed. On the Setup Utility page, a
common user can only view menu options, set or change the password of the common user (that is,
editing the Set User Password option on the Security page), set parameters (except Load Defaults)
on the Exit page, press F10 to save and exit. Other options are all dimmed and cannot be edited. F9
used to restore the default settings is unavailable.
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Figure 9-28 Front Page screen (UEFI mode)

Ainsyde
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Figure 9-29 Front Page screen (legacy mode)

Ainsyde 020 DEC 24 THU  insyde
NSy 18:06:05 HWD
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Boot Manager

This selection wi
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Device Manager Setup Utility
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Figure 9-30 Front Page screen (login using a common user password)

Ainsyde
[ R

®OOE

Select Item

Step 7 Use arrow keys to select Setup Utility and press Enter.

The Main screen is displayed.

insyde

maane 0

Setup Utility

Go to Setup Utility

Select Menu
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Figure 9-31 Main screen 1

insyde

14:13:20 HQ

Ainsyde
BT

=] Main

BIOS Version

Release Date 02/04/2021 ‘ Language [zl

Product Name

Select the language you are

System Number currently using.

Advanced Processor Type

Node Number 2

Security Processor Core Count 32
TDP 205 W
(J) ® System Bus Speed 100 MHz
" System Memory Speed 3200 MT/s
® Cache RAM 40 MB

P4 0 © 00 Ee ©

Exit Help Exit Select Item  Select Iltem Change Values Select Menu Load Defaults Save and Exit
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Figure 9-32 Main screen 2

Ginsyde g -
B ©15:24:03 HD

=] Main

Processor Type

Language E
Node Number 2
Select the language you are
Processor Core Count 32 . currently using.
Advanced

TDP 205 W

System Bus Speed 100 MHz
3200 MT/s

System Memory Speed
Security

Cache RAM 40 MB

Total Memory 32768 MB

Language English |
System Time |
System Date |

® © OB O

Help Exit Select Item Select Item Change Values Select Menu Load Defaults Save and Exi

---End

9.6.2 2288H V6-16 DIMM BIOS

Procedure
Step1 Connect a local PC with the KVM to the server, or access the Remote Control page on the
iBMC WebUL
] NOTE

For details about how to access the Remote Control page on the iBMC WebUI, see iBMC User Guide
of corresponding server.

Step 2 Power on or restart the server.
L1 NOTE
Restarting the server will interrupt services. Exercise caution when performing this operation.

Step 3 When the screen shown in Figure 9-33 is displayed, press Del or Delete.
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Figure 9-33 BIOS boot screen

Press Del go to Setup Utility
Press F11 go to BootManager
Press F12 go to PXE boot
Press F6 go to SP boot

Welcome to The Server

RC Version : 0.0.1.6019
BIDS Revision :

BIDS Date : 12,22,20
iBNC Version

iBNC IP

CPU type : &

Total Memory

Loading dxe phase...

[ NOTE

e To access the Smart Provisioning GUI, press F6.
e To switch to the Boot Manager screen, press F11.

e To boot from the network, press F12.
Step 4 Enter the current password.
Enter the password as prompted and press Enter.

® [f you log in to the BIOS for the first time, continue Step 5 and skip Step 6.
®  Otherwise, skip Step 5 and go to Step 6.

(1 NOTE

® The default BIOS password is Admin@9000 (administrator password). When you log in for the first
time, the system prompts you to change the default password. You must change the default password
before logging in to the BIOS.

e Press F2 to alternate between the English (US), French, and Japanese keyboards.
e For security purposes, change the administrator password periodically.

e The system will be locked if an incorrect password is entered three consecutive times. Restart the
server to unlock it.
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Figure 9-34 Password input box

Enter Current Password:

en-US(Press F2 to switch)

Step 5 Change the default password.

L1 NOTE
When you log in to the BIOS for the first time, change the default password.
1. Enter the default password and press Enter.

A dialog box is displayed, prompting you to change the default password.
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Figure 9-35 Dialog box for changing the default password

The current password is the default ord.Please update password!

Press ENTER t 1t inue

2.  Press Enter.

The dialog box for password complexity requirements is displayed. A password must:

Contain 8 to 16 characters.

Contain at least two of the following types of characters: uppercase letters,
lowercase letters, and digits.

Contain at least one special character.

Be different from the previous five passwords.
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Figure 9-36 Password complexity requirements

Enter a 8-16 character password containing at least two of
the following :upp or digits.

on.th

3. Press Enter.

The dialog box for entering the new password is displayed.
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Figure 9-37 Setting a new password

Enter New Password

en-lIS(Press F2 to switch)

4. Enter a password and press Enter.

The dialog box for confirming the new password is displayed.
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Figure 9-38 Confirming the new password

Confirm New Password

en-lUUS{Press F2 to switch)

5. In the dialog box that is displayed, enter the password again and press Enter.

A dialog box shown in Figure 9-39 is displayed, indicating that the password is changed
successfully.
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Figure 9-39 Password changed

word success.
to continue

6. Press Enter.
The Front Page screen is displayed.
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Figure 9-40 Front Page screen

Continue

Boot From File

Boot system from a file or

OO

Select Item

Boot Manager

Administer Secure Boot

Go to Administer Secure Boot

Select Menu

Step 6 After the password is entered, press Enter.

The Front Page is displayed.

[ NOTE

e Figure 9-41 and Figure 9-42 show the Front Page screen displayed when you log in to the system

using the administrator password.

e Figure 9-43 shows the Front Page screen displayed when you log in to the system using a common

user password. In this case, only the Continue and BIOS Configuration menus are displayed.

Other menus are dimmed and cannot be edited. On the BIOS Configuration page, a common user

can only view menu options, set or change the password of the common user (that is, editing the

Manage User Password option on the Security page), and set parameters (except Load Defaults)
on the Exit page. Other options are all dimmed and cannot be edited.
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Figure 9-41 Front Page screen (UEFI mode)

Continue Boot Manager ice Manager

n will direct th e tion will take you to the
1tinue to booting |

Boot From File Administer Secure Boot BIOS Configurat

stem from a file e Go to Administer Secure Boot onfiguration

AORO
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2022-08-12 342



FusionServer 2288H V6 Server
User Guide

9 Common Operations

Figure 9-42 Front Page screen (legacy mode)

Continue

This selection will direct the
to continue to booting proc

Device Manager

This ction will take you to the
Device Manager

OO

Select Item

Boot Manager

This selection will take you to the
Boot Manager

BIOS Configuration

Go to BIOS Configuration

Select Menu
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Figure 9-43 Front Page screen (login using a common user password)

Continue

This selection will direct th
to continue to booting pre

BIOS Configuration

Go to BIOS Configuration

Select Item Select Menu

Step 7 Use arrow keys to select BIOS Configuration and press Enter.

The Main screen is displayed.
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BYOSODFT

Figure 9-44 Main screen 1

{ D) N
Hain Advanced
BIOS Revision

BIOS Release Date

Product Name

System Number

Processor Type

CPU Number

Processor Core Count
TDP

Total Memory

System Memory Speed
RC Revision

Acm Version

PCH Revision

Language
System Date
System Time

OO

Select Iten Select Henu

Keyhoard :

[ @

Server Mgmt Security

2102313LHR10H3000025

270 U

262144 MB

3200 MI/s

0.2.2.001E

1.0.4

LBG PCH B3 - LBG QS/PRQ -
Ce21A

® ©O

Change Values

Boot Options Exit
Help Message

o

Defaults

esc

Jave & Exit Exit
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Figure 9-45 Main screen 2

s

Mawa Advanced
Product Name
Sustem Number
Processor Type

CPU Number

Processor Core Count
TDP

Total Memory

System Memory Speed
RC Revision

ficm Uersion

PCH Revision

Language
System Date
Systen Time

Access Level

OO

Select Item Select Henu

---End

Keyboard :

Server Mgmt Security

2102313LHR10M3000025

38

270 Y

262144 MB

3200 M1/s

0.2.2.001E

1.0.4

LB6 PCH B3 - LBG (S/PRQ -
C621A

Administrator

® ©®

Change Values

9.7 Clearing Data from a Storage Device

Scenario

5 e

Boot Options Exit

Help Message
Entered in Administrator
node.

esc

Defaults Save & Exit Exit

Use the Linux badblocks command to clear data on a storage device. When running the
badblocks command, you need to specify parameters to overwrite data on the storage device.

The following describes how to clear the data on one HDD/SSD as an example. This
operation is for reference only. You can also use the disk erasing function of Smart
Provisioning to erase data from storage media. This function is not applicable to encrypted
drives.

For details, see section "Erasing Hard Disks" in the latest Smart Provisioning User Guide.

NOTICE

The cleared data cannot be restored. Exercise caution when performing this operation.
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Procedure
(11 NOTE

Before performing this operation, check that:

e The storage device is not in a RAID array with redundancy, and the server operating system is
running properly.

® You have obtained the server No. and the slot No. and location of the storage device to be cleared.
Step1 You have accessed the desktop of the server where the target drive is located.
For details, see 9.3 Logging In to the Desktop of a Server.
Step 2 Open the CLI.
Step 3 Query information about drive letters.

Isscsi

Figure 9-46 Querymg drive letters

SEAGATE ST MMEBOE EBEE1

):1:081] disk SEAGATE STS0OMMDREG BEO1

Step 4 Query drive information.
fdisk -1

[ NOTE

e The drive with the * symbol in the Boot column is the system drive. As shown in Figure 9-47, sda is
the system drive.

e Do not directly clear system drive data. Before clearing system drive data, clear data from other
storage media.
Figure 9-47 Querying drive information
linux-hm54:~ # fdisk -1

81216 bytes
41 c*-llnder' total 1758174768 sectors

/ 512 bytes

Blocks
41

Ze [1DglCd1 ‘physi
ze (minimum/optima
sk identifier: Ox

)1sk /dev/sdb doesn't contain a wvalid partition table
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Step 5 Write Os to the drive to be cleared.
Command: badblocks -swft 0 Drive letter
Example: badblocks -swft 0 /dev/sdb

Figure 9-48 Clearing data (example)
badblocks -swft 8 /dev/sdb

esting with pattern @ 26. done, 19:40 elapsed

(1 NOTE

e The drive letters vary with the storage media (HDD, SSD, and USB flash drive). Ensure that the
drive letter that you entered is correct.

e This operation takes time.

e [f the command fails to execute, contact technical support.
Step 6 Remove the drive.

(11 NOTE

After the data is cleared, do not restart or reinstall the server. Otherwise, the system will reload data to
the drives during the startup of the server.

----End
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1 O More Information

10.2 Product Information Resources

10.1 Technical Support

10.3  Product Configuration Resources

10.4 Maintenance Tool

10.1 Technical Support

xFusion provides timely and efficient technical support through:

Local branch offices
Secondary technical support system
Telephone technical support

Remote technical support

Onsite technical support

Technical Support Website

Technical documents are available at xFusion website.

Cases

To obtain case study about servers, visit Case Library. Case Library is available only for
technical support engineers from xFusion and its partners.

Contact xFusion

xFusion provides comprehensive technical support and services. To obtain assistance, contact
xFusion technical support as follows:

®  Contact xFusion customer service center.

Email: support@xfusion.com

®  (Contact technical support personnel at your local xFusion branch office.
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10.2 Product Information Resources

Table 10-1 Product information

compatible with a server.

Item Description How to Obtain
Compatibility Checker A tool used to query the Visit Compatibility
OSs, parts, and peripherals Checker.

Maintenance Search

A system used to query
service information about
Servers.

Visit Maintenance Search.

Power Calculator

A tool used to calculate
server power consumption
based on the server
configuration.

Visit Power Calculator.

10.3 Product Configuration Resources

Table 10-2 Product configuration resources

Tool

Description

How to Obtain

Memory Configuration
Assistant

An online application that
helps you configure DIMMs
for a server. You only need
to specify the product
model, CPU quantity, and
DIMM quantity. Then, the
tool displays the DIMM
installation sequence in a
graphical manner.

Visit Memory Configuration
Assistant.

10.4 Maintenance Tool

Table 10-3 Software tools for routine maintenance

Tool

Server Model and
Software Version

Description

FusionServer Tools

See FusionServer
Tools User Guide.

FusionServer Tools contains tools used for
batch deployment, maintenance, and
upgrade of servers.

Download link: FusionServer Tools
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Tool

Server Model and
Software Version

Description

Smart Provisioning

See Smart
Provisioning User
Guide.

Smart Provisioning is used to install OSs,
configure RAID, and upgrade firmware.

Download link: Smart Provisioning
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1 1 Software and Configuration Utilities

11.1 iBMC
11.2  BIOS

11.1 iBMC

The intelligent Baseboard Management Controller (iBMC) complies with DCMI 1.5/IPMI
1.5/IPMI 2.0 and SNMP standards and supports various functions, including KVM redirection,
text console redirection, remote virtual media, and hardware monitoring and management.

The iBMC offers the following features:

®  Various management interfaces

The iBMC provides IPMI, CLI, Data Center Manageability Interface (DCMI), Redfish
interfaces, Hypertext Transfer Protocol Secure (HTTPS), and SNMP.

®  Fault detection and alarm management

The iBMC implements fault detection and alarm management, ensuring stable,
uninterrupted 24/7 system operation.

®  Virtual KVM and virtual media

The iBMC provides virtual KVM and virtual media, facilitating remote maintenance.
®  WebUI

The iBMC provides a web-based Ul for setting and querying device information.
®  System breakdown screenshots and video playback

The iBMC allows screenshots and videos to be created when the system breaks down.
The screenshots and videos help to identify the cause of system breakdown.

®  Screen snapshots and videos

The iBMC offers screen snapshots and videos, which simplify routine preventive
maintenance, recording, and auditing.

®  Support for DNS and LDAP

The iBMC supports domain name system (DNS) and Lightweight Directory Application
Protocol (LDAP) to implement domain management and directory service.

® Image backup

The iBMC works in active/standby mode to ensure system reliability. If the active iBMC
is faulty, the standby iBMC takes over services immediately.
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® Intelligent power management

The iBMC uses power capping to increase deployment density, and uses dynamic energy
saving to reduce operating expenditure.

For details about iBMC, see the FusionServer Rack Server iBMC User Guide.

11.2 BIOS

The basic input/output system (BIOS) is the most basic software loaded on a computer
hardware system. The BIOS provides an abstraction layer for the operating system (OS) and
the hardware to interact with the keyboard, display, and other input/output (I/O) devices.

The BIOS data is stored on the Serial Peripheral Interface (SPI) flash memory. The BIOS
performs a power-on self-test (POST), initializes CPUs and memory, checks the I/O and boot
devices, and finally boots the OS. The BIOS also provides the advanced configuration and
power interface (ACPI), hot swap setting, and a management interface in Chinese, English,
and Japanese.

The Whitley platform BIOS complies with UEFI 2.7 and ACPI 6.2 specifications.

The BIOS on Whitley-based servers is developed based on the code base of independent
BIOS vendors (IBVs). It provides a variety of in-band and out-of-band configuration
functions as well as high scalability and supports customization.

For more information about the BIOS, see the Server Whitley Platform BIOS Parameter
Reference.

Figure 11-1 BIOS in the system

iAppIicatinn 1 E iAppIicatinn Ei | Application 35

L !
g 0s i
1 i
. |
! BIOS ;
| Hardware |
! i
-
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Appendix

A.1 Chassis Label

[ NOTE

The label information and location are for reference only. For details, see the actual product.

A.1.1 On the Front Top

Figure A-1 Chassis head label

_ 6
1 2 3 4 5
1 Nameplate 2 Certificate
3 Quick access tag 4 SN
NOTE

For details, see A.2 Product SN.

5 Reserved space for custom label 6 Pressure-proof label

NOTE

This label indicates that do not place
any objects on top of a rack-mounted
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A.1.1.1 Nameplate
Figure A-2 Nameplate example
R E
i,
Table A-1 Nameplate description
No. Description
1 Server Model
For details, see A.4 Nameplate.
2 Device names
3 Power Supply Requirements
4 Vendor Information
5 Authentication ID
A.1.1.2 Certificate
Figure A-3 Sample certificate of conformity
S1ZIE/QUALIFICATION CARD
1 iT®  JORDER: PZY©224SL6B
2 45 /NO. : PZY©224SL@B-00019
3 ik /QC  : Qreel
4 ArEHE i 2022-05-05
Manufactured : May 5, 2022
& —— [ VB A0 OO0 Rt
hEHIS
MADE IN CHINA
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Table A-2 Certificate of conformity description
No. Description
1 Order
2 No.
NOTE
For details, see Figure A-4 and Table A-3.
3 QC inspector
4 Production date
5 No. Barcode
Figure A-4 Sample certificate number
9 10
Table A-3 Certificate No. Description
No. Description
1 "P", fixed
2 "Z", fixed
3 ® Y: Server
* B: Semi-finished product of the whole machine.
® N: Loose spare parts
4 "0", Reserved bit.
5 Year (2 digits).
6 Month (1 digit).
* Digits 1 to 9 indicate January to September, respectively.
® Letters A to C indicate October to December, respectively.
7 Day (1 digit).
¢ Digits 1 to 9 indicate the 1st to 9th
e Letters A to H indicate the 10th to 17th.
¢ Letters J to N indicate the 18th to 22nd.
e Letters P to Y indicate the 23rd to 31st
8 Hour (1 digit).
® Digits 0 to 9 indicate 0 to 9:00.
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Description

e Jetters A to H indicate 10 to 17:00.
e Jetters J to N indicate 18 to 22:00.
o Letters P to Q indicate 23 to 24:00.

Serial number (2 digits)

10

Manufacturing serial number (5 digits).

A.1.1.3 Sample Quick Access Tags

Figure A-5 Sample quick access tags

PWN =

Default Information

iBMC
IP address: 192.168.2.100
Subnet mask: 255.255.255.0

User name: Administrator 4
Password: Admin@9000
BIOS 8
Password: Admin@9000 J

7 L =
Technical support BOERIO0 -

https://www.xfusion.com/en

Table A-4 Quick access tab description

No.

Description

1

IP address of the iBMC management network port

[\

Subnet mask of the iBMC management network port

Default iBMC user name

Default iBMC password

Default BIOS password

Technical support website

P/N Code

0 [ N | |n | B~ | W

QR Code

NOTE
Scan the QR code to obtain technical support resources.
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A.1.2 Chassis Tail Label

Figure A-6 Chassis tail label

Warning Label

(1 NOTE

For details about the warning label, see Server Security Information.

A.1.3 Chassis Internal Label

Figure A-7 Chassis internal label

Quick Start Guide

[ NOTE

e The quick guide is located on the inside of the chassis cover. It describes how to remove the
mainboard components, important components of the chassis, precautions, and QR codes of
technical resources. The pictures are for reference only. For details, see the actual product.

e The quick guide is optional. For details, see the actual product.

A.2 Product SN

The serial number (SN) on the slide-out label plate uniquely identifies a device. The SN is

required when you contact technical support.
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Figure A-8 SN example
SN:RADOCOOXXXXFF3[001263] [Y] [XXXXXXXXX]
o o 00 06 o0 7
Table A-5 SN description
No. Description
1 ESN ID (two characters), which can only be 21.
2 Material ID (eight characters), that is, the processing code.
3 Vendor code (two characters), that is, the code of the processing place.
4 Year and month (two characters).

® The first character indicates the year.
- Digits 1 to 9 indicate years 2001 to 2009, respectively.
- Letters A to H indicate years 2010 to 2017, respectively.
- Letters J to N indicate years 2018 to 2022, respectively.
- Letters P to Y indicate years 2023 to 2032, respectively.

NOTE

The years from 2010 are represented by upper-case letters excluding I, O, and Z
because the three letters are similar to the digits 1, 0, and 2.

® The second character indicates the month.
- Digits 1 to 9 indicate January to September, respectively.

- Letters A to C indicate October to December, respectively.

5 Serial number (six digits).
6 RoHS compliance (one character). Y indicates RoHS compliant.
7 Internal model, that is, product name.

A.3 Operating Temperature Limitations

A.3.1 2288H V6-32DIMM

Table A-6 Operating temperature limitations

Configurat | Maximum | Maximum | Maximum | Maximum | Maximum

ion Operating | Operating | Operating | Operating | Operating
Temperatu | Temperatu | Temperatu | Temperatu | Temperatu
re 30°C re 35°C re 40°C re 45°C re 50°C
(86°F) (95°F) (104°F) (113°F) (122°F)
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Configurat | Maximum | Maximum | Maximum | Maximum | Maximum
ion Operating | Operating | Operating | Operating | Operating

Temperatu | Temperatu | Temperatu | Temperatu | Temperatu
re 30°C re 35°C re 40°C re 45°C re 50°C
(86°F) (95°F) (104°F) (113°F) (122°F)
8x2.5-inch | All * VIO0/A4 | e Rear ¢ Only ¢ Only
drive options 0/A16/A drives 4309Y/4 4309Y/4
pass-through supporte 10 GPU (includin 310/4310 310/4310
configuratio d. cards are g T/4314/4 T/4314/4
n not HDD/SS 316/5315 316/5315
supporte D/NVMe Y/5317/5 Y/5317/5
d. SSD/M.2 318N/53 318N/53
) are not 185/5318 185/5318
supporte Y/5320T/ Y/5320T/
d. 6338T 6338T
e GPU processor processor
cards are s are s are
not supporte supporte
supporte d. d.
d. e DDR4/P | e DIMMs
e DDR4/P Mem of less
Mem memory than 64
memory modules GB per
modules whose module
whose capacity are not
capacity is 128 supporte
is 256 GB per d.
GB per module ® Rear
module or larger drives
or larger are not (includin
are not supporte g
supporte d. HDD/SS
d. ® Rear D/NVMe
drives SSD/M.2
(includin ) are not
g supporte
HDD/SS d.
SSD/M.2 cards are
) are not not
supporte supporte
d. d.

* GPU * NICs
cards are whose
not rate is
supporte greater
d. than 25

® IB cards Gbit/s are
are not not
supporte supporte
d. d.

* NICs e OCP3.0
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Configurat | Maximum | Maximum | Maximum | Maximum | Maximum
ion Operating | Operating | Operating | Operating | Operating

Temperatu | Temperatu | Temperatu | Temperatu | Temperatu
re 30°C re 35°C re 40°C re 45°C re 50°C
(86°F) (95°F) (104°F) (113°F) (122°F)
whose network
rate is adapters
greater with
than 25 25Gbit/s
Gbit/s are rate or
not higher
supporte are not
d. supporte
e CX5/CX d.
6 NICs e PCle
are not RAID
supporte controller
d. cards are
e OCP3.0 not
network supporte
adapters d.
with ® Supercap
25Gbit/s acitors
rate or are not
higher supporte
are not d.
supporte | ¢ PMem
d. memory
* 9460-161 modules
RAID are not
controller supporte
cards are d.
not
supporte
d.
8x2.5-inch | All e Al ® Rear ¢ Only * Not
drive + 11 x options options drives 4309Y/4 supporte
PClIe card supporte supporte (includin 310/4310 d.
configuratio d. d. g T/4314/4
n HDD/SS 316/5315
D/NVMe Y/5317/5
SSD/M.2 318N/53
) are not 18S5/5318
supporte Y/5320T/
d. 6338T
e GPU processor
cards are § are
not supporte
supporte d.
d. e DDR4/P
* DDR4/P Mem
Mem memory
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Configurat

Maximum
Operating
Temperatu
re 30°C
(86°F)

Maximum
Operating
Temperatu
re 35°C
(95°F)

Maximum
Operating
Temperatu
re 40°C
(104°F)

Maximum
Operating
Temperatu
re 45°C
(113°F)

Maximum
Operating
Temperatu
re 50°C
(122°F)

memory
modules
whose
capacity
is 256
GB per
module
or larger
are not
supporte
d.

modules
whose
capacity
is 128
GB per
module
or larger
are not
supporte
d.

® Rear
drives
(includin
g
HDD/SS
D/NVMe
SSD/M.2
) are not
supporte
d.

e GPU
cards are
not
supporte
d.

e B cards
are not

supporte
d.

e NICs
whose
rate is
greater
than 25
Gbit/s are
not
supporte
d.

e CX5/CX
6 NICs
are not

supporte
d.

e OCP3.0
network
adapters
with
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Configurat | Maximum | Maximum | Maximum | Maximum | Maximum
ion Operating | Operating | Operating | Operating | Operating

Temperatu | Temperatu | Temperatu | Temperatu | Temperatu
re 30°C re 35°C re 40°C re 45°C re 50°C
(86°F) (95°F) (104°F) (113°F) (122°F)
25Gbit/s
rate or
higher
are not
supporte
d.
* 9460-16i
RAID
controller
cards are
not
supporte
d.
8x2.5-inch | e All e Al * Not * Not * Not
drives + 4 options options supporte supporte supporte
GPUs supporte supporte d. d. d.
configuratio d. d.
n
12 x e Al * VI00/A4 | ® Rear ¢ Only * Not
2.5-inch options 0/A16/A drives 4309Y/4 supporte
drive supporte 10 GPU (includin 310/4310 d.
pass-through d. cards are g T/4314/4
configuratio not HDD/SS 316/5315
n (4 x supporte D/NVMe Y/5317/5
SAS/SATA d. SSD/M.2 318N/53
+8x ) are not 18S/5318
NVMe) supporte Y/5320T/
d. 6338T
e GPU processor
cards are S are
not supporte
supporte d.
d. e DDR4/P
e DDR4p | Mem
Mem memory
memory modules
modules whose
whose capacity
capacity is 128
is 256 GB per
GB per module
module or larger
or larger are not
are not supporte
supporte d.
d. ® Rear
drives
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Configurat

Maximum
Operating
Temperatu
re 30°C
(86°F)

Maximum
Operating
Temperatu
re 35°C
(95°F)

Maximum
Operating
Temperatu
re 40°C
(104°F)

Maximum
Operating
Temperatu
re 45°C
(113°F)

Maximum
Operating
Temperatu
re 50°C
(122°F)

(includin

g
HDD/SS
D/NVMe
SSD/M.2
) are not
supporte
d.

e GPU
cards are
not

supporte
d.

e B cards
are not

supporte
d.

e NICs
whose
rate is
greater
than 25
Gbit/s are
not
supporte
d.

e CX5/CX
6 NICs
are not
supporte
d.

e OCP3.0
network
adapters
with
25Gbit/s
rate or
higher
are not
supporte
d.

* 9460-16i
RAID
controller
cards are
not
supporte
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Configurat | Maximum | Maximum | Maximum | Maximum | Maximum
ion Operating | Operating | Operating | Operating | Operating

Temperatu | Temperatu | Temperatu | Temperatu | Temperatu
re 30°C re 35°C re 40°C re 45°C re 50°C
(86°F) (95°F) (104°F) (113°F) (122°F)
d.
12 x e Al e Al * Not * Not * Not
2.5-inch (4 x options options supporte supporte supporte
SAS/SATA supporte supporte d. d. d.
+8x d. d.
NVMe) + 4
x GPU
configuratio
n
12 x * VI100/A1 | ® Passive ® 6334/634 | * Not * Not
3.5-inch 00/A40/ cooled 2/6346/6 supporte supporte
drives with A16/A10 GPU 348/8351 d. d.
pass-through GPU cards N/6354/8
configuratio cards are such as 358/8358
n. not V100/T4/ P/8360Y/
supporte A100/A4 8362/836
d. 0/A16/A 8/8380
e DDR4/P 10/A2 processor
Mem are not s are not
memory supporte supporte
modules d. d
whose ¢ Built-in e GPU
capacity drives are cards are
is 256 not not
GB per supporte supporte
module d when d.
or larger 6314U/6 | ¢ Built-in
are not 330/6338 drives are
supporte processor not
d. s and supporte
other d.
processor
sof205 | ® Rear
W or drives are
higher not
power supporte
are d
configure (includin
d. g
* 25-inch HDD/SS
rear D/NVMe
drives SSD/M.2
when )-
built-in e OCP3.0
drives are network
configure adapters
d are not with
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Configurat | Maximum | Maximum | Maximum | Maximum | Maximum
i Operating | Operating | Operating | Operating | Operating

Temperatu | Temperatu | Temperatu | Temperatu | Temperatu
re 30°C re 35°C re 40°C re 45°C re 50°C
(86°F) (95°F) (104°F) (113°F) (122°F)
supporte 100Gbit/
d. s rate or
e OCP3.0 higher
network are not
adapters supporte
with 2 x d.
100GE e DDR4/P
ports are Mem
not memory
supporte modules
d. whose
e DDR4/P capacity
Mem is 128
memory GB per
modules module
whose or larger
capacity are not
is 128 supporte
GB per d
module
or larger
are not
supporte
d.
e [/O
module 3
supports
neither
NVMe
drives
nor
Kioxia
PM6
SAS
drives.
* Rear
drive
modules
support
neither
WD
Vela-AP
(8 TB)
drives
nor
Vela-AX
(10 TB)
NL SAS
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Configurat | Maximum | Maximum | Maximum | Maximum | Maximum
ion Operating | Operating | Operating | Operating | Operating

Temperatu | Temperatu | Temperatu | Temperatu | Temperatu
re 30°C re 35°C re 40°C re 45°C re 50°C
(86°F) (95°F) (104°F) (113°F) (122°F)
drives.
12 x ®* VI100/Al1 | ® Passive ® 6334/634 | Not * Not
3.5-inch 00/A40/ cooled 2/6346/6 supporte supporte
drives with A16/A10 GPU 348/8351 d. d.
EXP GPU cards N/6354/8
configuratio cards are such as 358/8358
n not V100/T4/ P/8360Y/
supporte A100/A4 8362/836
d. 0/A16/A 8/8380
e DDR4 10/A2 processor
memory are not s are not
modules supporte supporte
whose d. d
capacity | ® Built-in e GPU
is 256 drives are cards are
GB per not not
module supporte supporte
or larger d when d.
are not 6314U/6 | ¢ Buyilt-in
supporte 330/6338 drives are
d. processor not
s and supporte
other d.
processor
sof205 | ® Rear
W or drives are
higher not
power supporte
are d
configure (includin
d. g
e 25-inch HDD/SS
rear D/NVMe
drives are SSD/M.2
ot )
supporte | ® OCP 3.0
d when network
built-in adapters
drives are with
configure 100Gbit/
d. s rate or
e OCP30 | higher
network are not
adapters supporte
with 2 x d.
100GE e DDR4/P
ports are Mem
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Configurat
ion

Maximum
Operating
Temperatu
re 30°C
(86°F)

Maximum
Operating
Temperatu
re 35°C
(95°F)

Maximum
Operating
Temperatu
re 40°C
(104°F)

Maximum
Operating
Temperatu
re 45°C
(113°F)

Maximum
Operating
Temperatu
re 50°C
(122°F)

not
supporte
d.

e DDR4/P
Mem
memory
modules
whose
capacity
is 128
GB per
module
or larger
are not
supporte
d.

e J/O
module 3
supports
neither
NVMe
drives
nor
Kioxia
PM6
SAS
drives.

® Rear
drive
modules
support
neither
WD
Vela-AP
(8 TB)
drives
nor
Vela-AX
(10 TB)
NL SAS
drives.

memory
modules
whose
capacity
is 128
GB per
module
or larger
are not
supporte
d.

20 x
2.5-inch
drive
pass-through
configuratio
n(4x

s GPU
cards are
not
supporte

d.

e GPU
cards are
not

supporte
d.

e OCP3.0

® 6334/634
2/6346/6
348/8351
N/6354/8
358/8358
P/8360Y/

® Not
supporte
d.

® Not

supporte
d.
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Configurat | Maximum | Maximum | Maximum | Maximum | Maximum
ion Operating | Operating | Operating | Operating | Operating

Temperatu | Temperatu | Temperatu | Temperatu | Temperatu
re 30°C re 35°C re 40°C re 45°C re 50°C
(86°F) (95°F) (104°F) (113°F) (122°F)
SAS/SATA network 8362/836
+ 16 x adapters 8/8380
NVMe) with 2 x processor
100GE s are not
ports are supporte
not d.
suppone e GPU
d. cards are
e DDR4/P not
Mem supporte
memory d.
modules | ¢ Rear
whose drives are
capacity not
is 256 supporte
GB per d
module ) )
or larger (includin
are not g
supporte HDD/SS
d D/NVMe
SSD/M.2
).

e OCP3.0
network
adapters
with
100Gbit/
s rate or
higher
are not
supporte
d.

e DDR4/P
Mem
memory
modules
whose
capacity
is 128
GB per
module
or larger
are not
supporte
d.

24 x * VI100/A1 | ® Passive ® 6334/634 | Not * Not
2.5-inch 00/A40/ cooled 2/6346/6 supporte supporte
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Configurat | Maximum | Maximum | Maximum | Maximum | Maximum
ion Operating | Operating | Operating | Operating | Operating

Temperatu | Temperatu | Temperatu | Temperatu | Temperatu
re 30°C re 35°C re 40°C re 45°C re 50°C
(86°F) (95°F) (104°F) (113°F) (122°F)
drives with A16/A10 GPU 348/8351 d. d.
pass-through GPU cards N/6354/8
configuratio cards are such as 358/8358
n not V100/T4/ P/8360Y/
supporte A100/A4 8362/836
d. 0/A16/A 8/8380
10/A2 processor
are not s are not
supporte supporte
d. d.

e OCP30 | GPU
network cards are
adapters not
with 2 x supporte
100GE d.
ports are | ¢ Rear
not drives are
supporte not
d. supporte

e DDR4/P d.

Mem (includin
memory
g
modules HDD/SS
whose D/NVMe
capacity | 5gp/M 2
is 256 ).
GB per
module * OCP3.0
or larger network
are not a@a};l)ters
witl
SIPPOTE |1 00Gbiy
s rate or
higher
are not
supporte
d.
e DDR4/P
Mem
memory
modules
whose
capacity
is 128
GB per
module
or larger
are not
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Configurat | Maximum | Maximum | Maximum | Maximum | Maximum
ion Operating | Operating | Operating | Operating | Operating

Temperatu | Temperatu | Temperatu | Temperatu | Temperatu
re 30°C re 35°C re 40°C re 45°C re 50°C
(86°F) (95°F) (104°F) (113°F) (122°F)
supporte
d.
24 x e GPU e GPU ® 6334/634 | Not * Not
2.5-inch cards are cards are 2/6346/6 supporte supporte
NVMe drive not not 348/8351 d. d.
configuratio supporte supporte N/6354/8
n d. d. 358/8358
e OCP30 P/8360Y/
network 8362/836
adapters 8/8380
with 2 x processor
100GE S are not
ports are supporte
not d
supporte | ® GPU
d. cards are
e DDR4/P not
Mem supporte
memory d.
modules | ® Rear
whose drives are
capacity not
is 256 supporte
GB per d.
module (includin
or larger g
are not HDD/SS
SuppOITe D/NVMe
d. SSD/M.2
).
e OCP3.0
network
adapters
with
100Gbit/
s rate or
higher
are not
supporte
d.
e DDR4/P
Mem
memory
modules
whose
capacity
is 128
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Configurat | Maximum | Maximum | Maximum | Maximum | Maximum
ion Operating | Operating | Operating | Operating | Operating

Temperatu | Temperatu | Temperatu | Temperatu | Temperatu
re 30°C re 35°C re 40°C re 45°C re 50°C
(86°F) (95°F) (104°F) (113°F) (122°F)
GB per
module
or larger
are not
supporte
d.
25 x * VI00/A1 | ® Passive ® 6334/634 | * Not * Not
2.5-inch 00/A40/ cooled 2/6346/6 supporte supporte
drives with A16/A10 GPU 348/8351 d. d.
EXP GPU cards N/6354/8
configuratio cards are such as 358/8358
n not V100/T4/ P/8360Y/
supporte A100/A4 8362/836
d. 0/A16/A 8/8380
10/A2 processor
are not s are not
supporte supporte
d. d.
e OCP30 | GPU
network cards are
adapters not
with 2 x supporte
100GE d.
portsare | o Rear
not drives are
supporte not
d. supporte
e DDRA4/P d.
Mem (includin
memory g
modules HDD/SS
whose D/NVMe
capacity | 5gp/M 2
is 256 ).
GB per
module e OCP3.0
or larger network
are not ada}E)ters
wit
SIPPOTE |1 00Gbiy
s rate or
higher
are not
supporte
d.
e DDR4/P
Mem
memory
2022-08-12 372




FusionServer 2288H V6 Server
User Guide

A Appendix

Maximum
Operating
Temperatu
re 30°C
(86°F)

Configurat
ion

Maximum
Operating
Temperatu
re 35°C
(95°F)

Maximum
Operating
Temperatu
re 40°C
(104°F)

Maximum
Operating
Temperatu
re 45°C
(113°F)

Maximum
Operating
Temperatu
re 50°C
(122°F)

modules
whose
capacity
is 128
GB per
module
or larger
are not
supporte
d.

[ NOTE

e  When a single fan is faulty, the highest operating temperature is 5°C (9°F) lower than the rated

value.

® When a single fan is faulty, the system performance may be affected.

o  When the 6342/6348/8351N/8358/8358P/8360Y/8362/8368/8380 processors are configured, I/O
modules 1, 2, and 3 do not support Tesla T4 GPU cards, and I/O module 3 does not support HDDs.

e In 12 x 3.5" drives pass-through configuration and 12 x 3.5" drives EXP configuration, the processor
TDP is required to be no more than 205 W and the total capacity of DIMMs configured no more than
2048 GB when 10 module 3 is configured with 4 x 2.5" NVMe drives module.

e [tis recommended that servers be deployed at an interval of 1U to reduce server noise and improve

server energy efficiency.

o 8368Q 38c 270 W 2.6 GHz liquid-cooled processors are not supported.
®  When the ring temperature is 50°C (122°F), the CPU heat sink must be configured with a 2 U heat

pipe heat sink.

A.3.2 2288H V6-16DIMM

Table A-7 Operating temperature limitations

Configuration | Maximum Maximum Maximum Maximum
Operating Operating Operating Operating
Temperature | Temperature | Temperature | Temperature
30°C (86°F) 35°C (95°F) 40°C (104°F) 45°C (113°F)
8 x 2.5-inch * Alloptions |® Alloptions |® Reardrives |® Only
drive supported. supported. (including 4309Y/4310
pass-through HDD/SSD/P /4310T/4314
configuration Cle /4316/5315
SSD/NVMe Y/5317/531
SSD/M.2) 8N/5318S/5
are not 318Y/5320T
supported. /6338T
e T4 GPU processors
cards are not are
supported.
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Configuration

Maximum
Operating
Temperature
30°C (86°F)

Maximum
Operating
Temperature
35°C (95°F)

Maximum
Operating
Temperature
40°C (104°F)

Maximum
Operating
Temperature
45°C (113°F)

supported.

RDIMMs of
less than 64
GB per
module are
not
supported.

Rear drives
(including
HDD/SSD/P
Cle
SSD/NVMe
SSD/M.2)
are not
supported.

T4 GPU
cards are not
supported.

IB cards are
not
supported.

NICs whose
rate is
greater than
25 Gbit/s are
not
supported.

CX5/CX6
NICs are not
supported.

OCP 3.0
network
adapters
with
25Gbit/s
rate or
higher are
not
supported.

PCle RAID
controller
card is not
supported.

12 x 3.5-inch
drives with
pass-through
configuration.

* All options
supported.

T4 GPU
cards are not
supported.

/O module
3 not

6334/6342/6
346/6348/83
51N/6354/8
358/8358P/8
360Y/8368/

Not
supported.
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Configuration

Maximum
Operating
Temperature
30°C (86°F)

Maximum
Operating
Temperature
35°C (95°F)

Maximum
Operating
Temperature
40°C (104°F)

Maximum
Operating
Temperature
45°C (113°F)

supported
NVMe
drives.

8380
processors
are not
supported.

e T4 GPU
cards are not
supported.

¢ Built-in
drives are
not
supported.

® Rear drives
are not
supported.

(including
HDD/SSD/P
Cle
SSD/NVMe
SSD/M.2).

e OCP3.0
network
adapters
with
100Gbit/s
rate or
higher are
not
supported.

e DDR4
memory
modules
whose
capacity is
128 GB per
module or
larger are
not
supported.

12 x 3.5-inch
drives with
EXP
configuration

* All options
supported.

e T4/A2 GPU
cards are not
supported.

® Built-in
drives are
not
supported
when
6314U/6330

* 6334/6342/6
346/6348/83
51N/6354/8
358/8358P/8
360Y/8368/
8380
processors
are not
supported.

® Not
supported.
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Configuration | Maximum Maximum Maximum Maximum
Operating Operating Operating Operating
Temperature | Temperature | Temperature | Temperature
30°C (86°F) 35°C (95°F) 40°C (104°F) 45°C (113°F)
/6338 e T4 GPU
processors cards are not
and other supported.
processors e Built-in
of 205 W or drives are
higher not
power are supported.
configured. .
) ¢ Rear drives
. 2.§—mch rear are not
drives are supported.
not . .
supported (including
when HDD/SSD/P
built-in Cle
drives are SSD/NVMe
configured. SSD/M.2).
e Omodule |°® OCP3.0
3 not network
supported adapter s
NVMe with
drives. 100Gbit/s
rate or
higher are
not
supported.
e DDR4
memory
modules
whose
capacity is
128 GB per
module or
larger are
not
supported.
25 x 2.5-inch ® Alloptions |® T4/A2GPU | e 6334/6342/6 | ® Not
drives with supported. cards are not 346/6348/83 supported.
EXP supported. 51N/6354/8
configuration 358/8358P/8
360Y/8368/
8380
processors
are not
supported.
e T4 GPU
cards are not
supported.
® Rear drives
2022-08-12 376




FusionServer 2288H V6 Server

User Guide

A Appendix

Configuration

Maximum
Operating
Temperature
30°C (86°F)

Maximum
Operating
Temperature
35°C (95°F)

Maximum
Operating
Temperature
40°C (104°F)

Maximum
Operating
Temperature
45°C (113°F)

are not
supported.

(including
HDD/SSD/P
Cle
SSD/NVMe
SSD/M.2).

e OCP30
network
adapters
with
100Gbit/s
rate or
higher are
not
supported.

(1 NOTE

When a single fan is faulty, the highest operating temperature is 5°C (9°F) lower than the rated
value.

When a single fan is faulty, the system performance may be affected.

When the 6342/6348/8351N/8358/8358P/8360Y/8368/8380 processors are configured, /O modules
do not support Tesla T4 GPU cards, and I/0 module 3 does not support HDDs.

In 12 x 3.5-inch drives pass-through configuration and 12 x 3.5-inch drives EXP configuration, the
processor TDP is required to be no more than 205 W and the total capacity of DIMMs configured no
more than 2048 GB when 10 module 3 is configured with 4 x 2.5-inch NVMe drives module.

It is recommended that servers be deployed at an interval of 1U to reduce server noise and improve
server energy efficiency.

8368Q 38c 270 W 2.6 GHz liquid-cooled processors are not supported.

A.4 Nameplate

Certified Model

Usage Restrictions

H22H-06

Global

A.5 RAS Features

The server supports a variety of Reliability, Availability, and Serviceability (RAS) features.
You can configure these features for better performance.

For details about the RAS features, see FusionServer Ice Lake Platform RAS Technical White

Paper.

2022-08-12

377




FusionServer 2288H V6 Server

User Guide

A Appendix

A.6 Sensor List

A.6.1 2288H V6-32DIMM

Sensor Description Component
Inlet Temp Air inlet temperature Right mounting ear
Outlet Temp Air outlet temperature BMC card
PCH Temp PCH bridge temperature Mainboard
CPUN Core Rem CPU core temperature CPUN
N indicates the CPU
number. The value is 1 or 2.
CPUN DTS Difference between the CPUN
real-time CPU temperature | arindicates the CPU
and the core CPU number. The value is 1 or 2.
temperature threshold
CPUN Margin Difference between the CPUN
real-time CPU temperature | arindicates the CPU
and the CPU Tcontrol number. The value is 1 or 2.
threshold
CPUN VDDQ Temp CPU VDDQ temperature Mainboard
N indicates the CPU
number. The value is 1 or 2.
CPUN VRD Temp CPU VRD temperature Mainboard
N indicates the CPU
number. The value is 1 or 2.
CPUN MEM Temp CPU memory module Memory module
temperature corresponding to CPU N
N indicates the CPU
number. The value is 1 or 2.
CPUN 12V 12 V voltage supplied by the | Mainboard
mainboard to the CPU N indicates the CPU
number. The value is 1 or 2.
Riser 12V 12 V voltage supplied by the | Mainboard
mainboard to the riser card
Disk BP 12V 12 V voltage supplied by the | Mainboard
mainboard to the drive
backplane
CPUN DDR VDDQ 1.2 V memory module Mainboard
voltage N indicates the CPU
number. The value is 1 or 2.
CPUN DDR VDDQ2 1.2 V memory module Mainboard
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voltage N indicates the CPU
number. The value is 1 or 2.
CPUN VCCIN CPU VCCIN voltage Mainboard
N indicates the CPU
number. The value is 1 or 2.
CPUN VSA CPU VSA voltage Mainboard
N indicates the CPU
number. The value is 1 or 2.
CPUN P1VS8 CPU P1V8 voltage Mainboard
N indicates the CPU
number. The value is 1 or 2.
CPUN VCCIO CPU VCCIO voltage Mainboard
N indicates the CPU
number. The value is 1 or 2.
CPUN VCCANA CPU VCCANA voltage Mainboard
N indicates the CPU
number. The value is 1 or 2.
FANN Speed Fan speed Fan module N
FANN F Speed N indicates the fan module
number. The value ranges
FANN R Speed from 1 to 4.
Power Server input power Power supply unit (PSU)
PSN VIN PSU N input voltage PSUN
N indicates the PSU
number. The value is 1 or 2.
Disks Temp Maximum drive temperature | Drive
PowerN PSU input power PSUN
N indicates the PSU
number. The value is 1 or 2.
PCH Status PCH chip fault diagnosis Mainboard
health status
CPUN UPI Link CPU UPI link fault Mainboard or CPU N
diagnosis health status N indicates the CPU
number. The value is 1 or 2.
CPUN Prochot CPU Prochot CPUN
N indicates the CPU
number. The value is 1 or 2.
CPUN Status CPU status CPUN
N indicates the CPU
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number. The value is 1 or 2.
CPUN Memory Status of the memory Memory module
corresponding to the CPU corresponding to CPU N
N indicates the CPU
number. The value is 1 or 2.
FANN Status Fan fault status Fan module N
FANN F Status N indicates the fan module
number. The value ranges
FANN R Status from 1 to 4.
DIMMN DIMM status DIMM N
N indicates the DIMM slot
number.
RTC Battery RTC battery status. An RTC battery on the
alarm is generated when the | mainboard
voltage is lower than 1 V.
PCIE Status PCle status error PCle card

Power Button

Power button pressed

Mainboard and power
button

Watchdog? Watchdog Mainboard

Mngmnt Health Management subsystem Management modules
health status

UID Button UID button status Mainboard

PwrOk Sig. Drop Voltage dip status Mainboard

PwrOn TimeOut Power-on timeout Mainboard

PwrCap Status Power capping status Mainboard

HDD Backplane Hardware presence Drive backplane
HDD BP Status Drive backplane health Drive backplane
status
RiserN Card Hardware presence Riser card N
N indicates the riser card
slot number. The value
ranges from 1 to 3.
SAS Cable Hardware presence SAS cable on the mainboard
FANN Presence Fan presence Fan module N
FANN F Presence N indicates the fan module
number. The value ranges
FANN R Presence from 1 to 4.
RAID Presence RAID presence RAID controller card
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LCD Status LCD health status LCD
LCD Presence LCD presence LCD
PS Redundancy Redundancy failure due to Power supply unit (PSU)
PSU removal
PSN Status PSU status PSUN
N indicates the PSU
number. The value is 1 or 2.
PSN Fan Status PSU fan fault status PSUN
N indicates the PSU
number. The value is 1 or 2.
PSN Temp Status PSU presence PSUN
N indicates the PSU
number. The value is 1 or 2.
DISK$ Disk status Drive
PCle RAIDS Temp Temperature of the PCle PClIe RAID controller card
RAID controller card
M2 Temp(PCle$) Maximum temperature of all | PCle RAID controller card
M.2 drives of the RAID
controller card
RAID Temp Temperature of the RAID RAID controller card
controller card
RAID Status RAID controller card health | RAID controller card
status
RAID PCIE ERR Health status of the RAID RAID controller card
controller card in fault
diagnosis
IB$ Temp IB NIC temperature IB card
PCle$ OP Temp PCle card optical module PCle card
temperature
PClIe NIC$ Temp PCle card chip temperature | PCle card
PClIe FC$ Temp PCle card chip temperature | PCle card
RAID Card BBU RAID controller card BBU | BBU supercapacitor of
RAID controller card
FPGAS$ Temp FPGA card temperature PCle card
FPGAS$ DDR Temp FPGA card memory PCle card
temperature
FPGAS$ Power FPGA card power PCle card
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FPGA$ OP Temp FPGA card optical module PCle card
temperature
PClIe$ Inlet Temp PCle smart card air inlet PCle smart cards
temperature
PCle$ Cpu Temp PCle smart card CPU PCle smart cards
temperature
1711 Core Temp Core temperature of the BMC card
BMC management chip
PS$ IIn PSU input current Power supply unit (PSU)
PS$ IOut PSU output current Power supply unit (PSU)
PS$ Pout PSU output power Power supply unit (PSU)
PS$ Temp Maximum internal Power supply unit (PSU)
temperature of the PSU
PS$ Inlet Temp PSU air inlet temperature Power supply unit (PSU)
Arealntrusion Listening to the unpacking Mainboard
action
OCP$ OP Temp OCP card optical module OCP 3.0 Network Adapters
temperature
OCPS$ Temp OCP card chip temperature | OCP 3.0 Network Adapters
CPUN PMem Temp CPU PMem module PMem module
temperature corresponding to CPU N
N indicates the CPU
number. The value is 1 or 2.
Riser$ Temp Riser card temperature Riser cards
Disk BP$ Temp Drive backplane Drive backplane
temperature
SSD Max Temp Maximum SSD temperature | SSD
RAID BBU Temp RAID controller card Supercapacitor of the RAID
capacitor temperature controller card
PCIe$ Temp PCle card chip temperature | PCle card
PCle$ Card BBU BBU status of the PCle PCle RAID controller card
RAID controller card
GPU$ Power GPU card power GPU cards
GPUS$ Temp GPU temperature GPU cards
GPUS$ MINI Temp Mini chip temperature of the | GPU cards

GPU card
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GPUS$ DDR Temp DDR chip temperature of GPU cards
the GPU card

GPUS$ HBM Temp HBM chip temperature of GPU cards
the GPU card

System Notice Hot restart reminder and N/A
fault diagnosis program
information collection

System Error System suspension or
restart. Check the
background logs.

ACPI State ACPI status

SysFWProgress Software process and
system startup errors

SysRestart Cause of system restart

Boot Error Boot error

CPU Usage CPU usage.

Memory Usage Memory usage.

BMC Boot Up BMC startup events

BMC Time Hopping Time hopping

NTP Sync Failed NTP synchronization failure
and recovery events

SEL Status SEL full or clearing events

Op. Log Full Operation log full or
clearing events

Sec. Log Full Security log full or clearing
events

Host Loss System monitoring software
(BMA) link loss detection

ProductID Status Product identification status

OAMPortl_$ Link Network port OAM link
status

OAMPort2_$ Link Network port OAM link
status
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Sensor Description Component
Inlet Temp Air inlet temperature Mainboard
Outlet Temp Air outlet temperature BMC card
PCH Temp PCH bridge temperature Mainboard
CPUN Core Rem CPU core temperature CPUN
N indicates the CPU
number. The value is 1 or 2.
CPUN DTS Difference between the CPUN
real-time CPU temperature | arindicates the CPU
and the core CPU number. The value is 1 or 2.
temperature threshold
CPUN Margin Difference between the CPUN
real-time CPU temperature | nrindicates the CPU
and the CPU Tcontrol number. The value is 1 or 2.
threshold
CPUN VDDQ Temp CPU VDDQ temperature Mainboard
N indicates the CPU
number. The value is 1 or 2.
CPUN VRD Temp CPU VRD temperature Mainboard
N indicates the CPU
number. The value is 1 or 2.
CPUN MEM Temp CPU memory module Memory module
temperature corresponding to CPU N
N indicates the CPU
number. The value is 1 or 2.
CPUN 12V 12 V voltage supplied by the | Mainboard
mainboard to the CPU N indicates the CPU
number. The value is 1 or 2.
Riser 12V 12 V voltage supplied by the | Mainboard
mainboard to the riser card
CPUN DDR VDDQ 1.2 V memory module Mainboard
voltage N indicates the CPU
number. The value is 1 or 2.
CPUN DDR VDDQ2 1.2 V memory module Mainboard
voltage N indicates the CPU
number. The value is 1 or 2.
CPUN VCCIN CPU VCCIN voltage Mainboard
N indicates the CPU

number. The value is 1 or 2.
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CPUN VSA CPU VSA voltage Mainboard
N indicates the CPU
number. The value is 1 or 2.
CPUN P1VS8 CPU P1V8 voltage Mainboard
N indicates the CPU
number. The value is 1 or 2.
CPUN VCCIO CPU VCCIO voltage Mainboard
N indicates the CPU
number. The value is 1 or 2.
CPUN VCCANA CPU VCCANA voltage Mainboard
N indicates the CPU
number. The value is 1 or 2.
FANN Speed Fan speed Fan module N
N indicates the fan module
number. The value ranges
from 1 to 4.
Power Server input power Power supply unit (PSU)
PSN VIN PSU N input voltage PSUN
N indicates the PSU
number. The value is 1 or 2.
Disks Temp Maximum drive temperature | Drive
PowerN PSU input power PSUN
N indicates the PSU
number. The value is 1 or 2.
PCH Status PCH chip fault diagnosis Mainboard
health status
CPUN UPI Link CPU UPI link fault Mainboard or CPU N
diagnosis health status N indicates the CPU
number. The value is 1 or 2.
CPUN Prochot CPU Prochot CPUN
N indicates the CPU
number. The value is 1 or 2.
CPUN Status CPU status CPUN
N indicates the CPU
number. The value is 1 or 2.
CPUN Memory Status of the memory Memory module
corresponding to the CPU corresponding to CPU N
N indicates the CPU
number. The value is 1 or 2.

2022-08-12

385




FusionServer 2288H V6 Server

User Guide

A Appendix
Sensor Description Component
FANN Status Fan fault status Fan module N
N indicates the fan module
number. The value ranges
from 1 to 4.
DIMMN DIMM status DIMM N
N indicates the DIMM slot
number.
RTC Battery RTC battery status. An RTC battery on the
alarm is generated when the | mainboard
voltage is lower than 1 V.
PCIE Status PCle status error PCle card

Power Button

Power button pressed

Mainboard and power
button

Watchdog? Watchdog Mainboard

Mngmnt Health Management subsystem Management modules
health status

UID Button UID button status Mainboard

PwrOk Sig. Drop Voltage dip status Mainboard

PwrOn TimeOut Power-on timeout Mainboard

PwrCap Status Power capping status Mainboard

HDD Backplane Hardware presence Drive backplane
HDD BP Status Drive backplane health Drive backplane
status

Riser3 Card

Hardware presence

Riser cards

SAS Cable Hardware presence SAS cable on the mainboard
FANN Presence Fan presence Fan module N
N indicates the fan module
number. The value ranges
from 1 to 4.
RAID Presence RAID presence RAID controller card
LCD Status LCD health status LCD
LCD Presence LCD presence LCD
PS Redundancy Redundancy failure due to Power supply unit (PSU)
PSU removal
PSN Status PSU status PSUN
N indicates the PSU

number. The value is 1 or 2.
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PSN Fan Status PSU fan fault status PSUN
N indicates the PSU
number. The value is 1 or 2.
PSN Temp Status PSU presence PSUN
N indicates the PSU
number. The value is 1 or 2.
DISK$ Disk status Drive
PCIe RAIDS Temp Temperature of the PCle PCle RAID controller card
RAID controller card
M2 Temp(PCle$) Maximum temperature of all | PCle RAID controller card
M.2 drives of the RAID
controller card
RAID Temp Temperature of the RAID RAID controller card
controller card
RAID Status RAID controller card health | RAID controller card
status
RAID PCIE ERR Health status of the RAID RAID controller card
controller card in fault
diagnosis
IBS$ Temp IB NIC temperature IB card
PCIe$ OP Temp PCle card optical module PCle card
temperature
PClIe NIC$ Temp PClIe card chip temperature | PCle card
PCle FC$ Temp PCle card chip temperature | PCle card
RAID Card BBU RAID controller card BBU | BBU supercapacitor of
RAID controller card
FPGAS$ Temp FPGA card temperature PCle card
FPGAS$ DDR Temp FPGA card memory PCle card
temperature
FPGAS Power FPGA card power PCle card
FPGAS$ OP Temp FPGA card optical module PCle card
temperature
PCle$ Inlet Temp PCle smart card air inlet PCle smart cards
temperature
PClIe$ Cpu Temp PCle smart card CPU PCle smart cards
temperature

1711 Core Temp

Core temperature of the
BMC management chip

BMC card
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PS$ IIn PSU input current Power supply unit (PSU)
PS$ IOut PSU output current Power supply unit (PSU)
PS$ Pout PSU output power Power supply unit (PSU)
PS$ Temp Maximum internal Power supply unit (PSU)
temperature of the PSU
PS$ Inlet Temp PSU air inlet temperature Power supply unit (PSU)
Arealntrusion Listening to the unpacking Mainboard
action
OCP$ OP Temp OCP card optical module OCP 3.0 Network Adapters
temperature
OCP$ Temp OCP card chip temperature | OCP 3.0 Network Adapters
Riser$ Temp Riser card temperature Riser cards
Disk BP$ Temp Drive backplane Drive backplane
temperature
SSD Max Temp Maximum SSD temperature | SSD
RAID BBU Temp RAID controller card Supercapacitor of the RAID
capacitor temperature controller card
PCle$ Temp PCle card chip temperature | PCle card
PCle$ Card BBU BBU status of the PCle PClIe RAID controller card
RAID controller card
NIC1 Presence Hardware presence Mainboard
SYS 3.3V Mainboard 3.3 V voltage Mainboard
SYS 5V Mainboard 5.0 V voltage Mainboard
V_STBY_1V8 Southbridge standby 1.8 V Mainboard
voltage of the mainboard
V_STBY_5VO0 Mainboard standby 5.0 V Mainboard
voltage
Stby 3V3 Mainboard standby 3.3 V Mainboard
voltage
PCH VPVNN PCH VPVNN voltage Mainboard
PCH VOLT PCH 1.05 V voltage Mainboard
PClIe Slot 3V3 Riser card 3.3 V voltage Mainboard
SYS 5V HDD 5 V voltage of the rear Mainboard
backplane
System Notice Hot restart reminder and N/A
fault diagnosis program
2022-08-12 388




FusionServer 2288H V6 Server

User Guide A Appendix
Sensor Description Component
information collection
System Error System suspension or
restart. Check the
background logs.
ACPI State ACPI status
SysFWProgress Software process and
system startup errors
SysRestart Cause of system restart
Boot Error Boot error
CPU Usage CPU usage.
Memory Usage Memory usage.
BMC Boot Up BMC startup events
BMC Time Hopping Time hopping
NTP Sync Failed NTP synchronization failure
and recovery events
SEL Status SEL full or clearing events
Op. Log Full Operation log full or
clearing events
Sec. Log Full Security log full or clearing
events
Host Loss System monitoring software
(BMA) link loss detection
ProductID Status Product identification status
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Glossary

B.1 A-E

B.2 F-J

BMC

The baseboard management controller (BMC) complies with
the Intelligent Platform Management Interface (IPMI). It
collects, processes, and stores sensor signals, and monitors the
operating status of components. The BMC provides the
hardware status and alarm information about the managed
objects to the upper-level management system, so that the
management system can manage the objects.

ejector lever

A part on the panel of a device used to facilitate installation or
removal of the device.

Ethernet

A baseband local area network (LAN) architecture developed
by Xerox Corporation by partnering with Intel and DEC.
Ethernet uses the Carrier Sense Multiple Access/Collision
Detection (CSMA/CD) access method and allows data transfer
over various cables at 10 Mbit/s. The Ethernet specification is
the basis for the IEEE 802.3 standard.

Gigabit Ethernet (GE)

An extension and enhancement of traditional shared media
Ethernet standards. It is compatible with 10 Mbit/s and 100
Mbit/s Ethernet and complies with IEEE 802.3z standards.
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H

hot swap Replacing or adding components without stopping or shutting
down the system.
K
KVM A hardware device that provides public video, keyboard and
mouse (KVM).
P
panel An external component (including but not limited to ejector
levers, indicators, and ports) on the front or rear of the server.
It seals the front and rear of the chassis to ensure optimal
ventilation and electromagnetic compatibility (EMC).
Peripheral A computer bus PCI, which uses the existing PCI
Component programming concepts and communication standards, but
Interconnect Express builds a faster serial communication system. Intel is the main
(PCIe) sponsor for PCle. PCle is used only for internal
interconnection. A PCI system can be transformed to a PCle
system by modifying the physical layer instead of software.
PCle delivers a faster speed and can replace almost all AGP
and PCI buses.
R
redundancy A mechanism that allows a backup device to automatically
take over services from a faulty device to ensure uninterrupted
running of the system.
redundant array of A storage technology that combines multiple physical drives
independent disks into a logical unit for the purposes of data redundancy and
(RAID) performance improvement.
S
server A special computer that provides services for clients over a
network.
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B.5 U-Z

system event log
(SEL)

Event records stored in the system used for subsequent fault
diagnosis and system recovery.

U
U A unit defined in International Electrotechnical Commission
(IEC) 60297-1 to measure the height of a cabinet, chassis, or
subrack. 1 U =44.45 mm
UltraPath A point-to-point processor interconnect developed by Intel.
Interconnect (UPI)
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C.1A-E

A
AC alternating current
AES Advanced Encryption Standard New Instruction Set
ARP Address Resolution Protocol
AVX Advanced Vector Extensions
B
BBU backup battery unit
BIOS Basic Input/Output System
BMC baseboard management controller
C
CcccC China Compulsory Certification
CD calendar day
CE Conformite Europeenne
CIM Common Information Model
CLI command-line interface
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D
DC direct current
DDR4 Double Data Rate 4
DDDC double device data correction
DEMT Dynamic Energy Management Technology
DIMM dual in-line memory module
DRAM dynamic random-access memory
DVD digital video disc
E
ECC error checking and correcting
ECMA European Computer Manufacturer Association
EDB Execute Disable Bit
EN European Efficiency
ERP enterprise resource planning
ETS European Telecommunication Standards
C.2F-]
F
FB-DIMM Fully Buffered DIMM
FC Fiber Channel
FCC Federal Communications Commission
FCoE Fibre Channel over Ethernet
FTP File Transfer Protocol
G
GE Gigabit Ethernet
GPIO General Purpose Input/Output
GPU graphics processing unit
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H
HA high availability
HDD hard disk drive
HPC high-performance computing
HTTP Hypertext Transfer Protocol
HTTPS Hypertext Transfer Protocol Secure
I
iBMC intelligent baseboard management controller
IC Industry Canada
ICMP Internet Control Message Protocol
IDC Internet Data Center
IEC International Electrotechnical Commission
IEEE Institute of Electrical and Electronics Engineers
IGMP Internet Group Message Protocol
IOPS input/output operations per second
IP Internet Protocol
IPC Intelligent Power Capability
IPMB Intelligent Platform Management Bus
IPMI Intelligent Platform Management Interface

C3K-O

KVM keyboard, video, and mouse

LC Lucent Connector
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LRDIMM load-reduced dual in-line memory module
LED light emitting diode
LOM LAN on motherboard

M
MAC media access control
MMC module management controller

N
NBD next business day
NC-SI Network Controller Sideband Interface

O
ocCp Open Compute Project

P
PCle Peripheral Component Interconnect Express
PDU power distribution unit
PHY physical layer
PMBUS power management bus
POK Power OK
PWM pulse-width modulation
PXE Preboot Execution Environment

R
RAID redundant array of independent disks
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RAS reliability, availability and serviceability
RDIMM registered dual in-line memory module
REACH Registration Evaluation and Authorization of Chemicals
RJ45 registered jack 45
RoHS Restriction of the Use of Certain Hazardous Substances in
Electrical and Electronic Equipment
S
SAS Serial Attached Small Computer System Interface
SATA Serial Advanced Technology Attachment
SCM supply chain management
SDDC single device data correction
SERDES serializer/deserializer
SGMII serial gigabit media independent interface
SMI serial management interface
SMTP Simple Mail Transfer Protocol
SNMP Simple Network Management Protocol
SOL serial over LAN
SONCAP Standards Organization of Nigeria-Conformity Assessment
Program
SSD solid-state drive
SSE Streaming SIMD Extension
T
TACH tachometer signal
TBT Turbo Boost Technology
TCG Trusted Computing Group
TCM trusted cryptography module
TCO total cost of ownership
TDP thermal design power
TELNET Telecommunication Network Protocol
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TET

Trusted Execution Technology

TFM

TransFlash module

TFIP

Trivial File Transfer Protocol

TOE

TCP offload engine

TPM

trusted platform module

C5U-Z

UDIMM

unbuffered dual in-line memory module

UEFI

Unified Extensible Firmware Interface

UID

unit identification light

UL

Underwriter Laboratories Inc.

UPI

UltraPath Interconnect

USB

Universal Serial Bus

VCCI

Voluntary Control Council for Interference by Information
Technology Equipment

VGA

Video Graphics Array

VLAN

virtual local area network

VRD

voltage regulator-down

WEEE

waste electrical and electronic equipment

WSMAN

Web Service Management
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